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Abstract

Planning feasible trajectories and considering the nonconvex problem of
obstacle avoidance pose significant challenges in autonomous driving. The
complexity is, among other sources, due to the high-dimensional planning space,
combinatorial choices that scale the problem difficulty exponentially, hard real-
time requirements, major nonconvexities, and the difficult motion prediction of
other vehicles.

This thesis reports on motion planning and obstacle avoidance for autonomous
driving. The proposed algorithms address the abovementioned difficulties by
utilizing optimization-based methods. Particularly, this thesis proposes to
use nonlinear and combinatorial optimization techniques, possibly improved
algorithmically by machine learning techniques. The thesis pivots around three
main fields within this context: (i) the vehicle model for on-road driving as
part of an optimization solver, (ii) strategic decision-making and planning
in a highly nonconvex space, and (iii) interactive planning in competitive
scenarios. Optimization-based techniques provide the advantages of utilizing
model knowledge, providing safety guarantees (or at least safety certifications),
and separating the model identification, problem formulation, and solution
algorithms.

The vehicle models for on-road driving are based on road-aligned coordinates.
An a priori computation of the road-aligned coordinate transformation curve is
proposed to allow numerical optimization algorithms, particularly sequential
quadratic programming, to solve the problem efficiently. Due to the numerically
favorable properties of collision avoidance in the Cartesian coordinate frame, a
novel lifted formulation in both the transformed and the Cartesian configuration
states expands the state space. By barely increasing the computation time,
the obstacles can be tightly and safely over-approximated within the lifted
formulation, as shown in simulations.

A major challenge of obstacle avoidance is the inherent nonconvexity, which,
for example, involves the decision of overtaking left or right. Relying purely on
discrete planning is burdened by the high-dimensional planning space and suffers
from the curse of dimensionality. Mixed-integer optimization utilizes gradients
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vi ABSTRACT

of continuous variables and discrete optimization to find integer assignments in
a combined framework. However, the computation time scales exponentially
with the number of integer variables. Three motion planning algorithms based
on mixed-integer optimization for specific obstacle characteristics are proposed
to reduce the online computational burden. For a static environment, a spatial
reformulation allows the consideration of a large number of obstacles. The
performance of this algorithm was evaluated on a real-world race track on
embedded hardware. For structured highway driving, a novel spatio-temporal
reformulation significantly reduces the number of integer variables and allows
for long-term planning. A final contribution proposes a generic way of learning
to predict integer variable assignments by machine learning, enabling real-time
planning with high closed-loop performance in the simulated scenarios.

Besides the challenge of nonconvexity, planning problems stemming from
autonomous racing competitions may also comprise the task of obtaining
interactive competitive behavior. For this third major field, this thesis
contributes with real-time feasible algorithms for planning and predicting other
vehicles. A hierarchical approach using reinforcement learning and model
predictive control can learn interactive behavior, such as blocking other vehicles
from overtaking in simulations. The optimization layer provides safety in this
context.



Kurze Zusammenfassung

Die Planung von sicheren Trajektorien für selbstfahrende Fahrzeuge in Echtzeit
ist komplex und höchst anspruchsvoll. Die Komplexität ist unter anderem
auf den hochdimensionalen Planungsraum, kombinatorische Entscheidungen,
welche die Schwierigkeit des Problems exponentiell erhöhen, Echtzeitanforde-
rungen, Nichtkonvexitäten und die schwierige Vorhersage anderer Fahrzeuge
zurückzuführen.

In dieser Doktorarbeit werden Methoden zur Trajektorienplanung und Hinder-
nisvermeidung für das autonome Fahren vorgestellt, welche die oben genannten
Schwierigkeiten durch den Einsatz von optimierungsbasierten Methoden
lösen. Insbesondere werden in dieser Arbeit nichtlineare und kombinatorische
Optimierungstechniken vorgeschlagen, die, unter anderem, durch maschinelle
Lerntechniken algorithmisch verbessert werden. Die Arbeit konzentriert sich in
diesem Zusammenhang auf drei Hauptbereiche: (i) das Fahrzeugmodell als Teil
eines Optimierungslösers, (ii) strategische Entscheidungsfindung und Planung
in einem hochgradig nichtkonvexen Raum und (iii) interaktive Planung bei
Rennwettbewerben mit autonomen Fahrzeugen. Optimierungsbasierte Techniken
bieten den Vorteil, dass sie Modellwissen in den Planungsalgorithmus integrieren,
Sicherheitsgarantien oder zumindest Sicherheitszertifizierungen bieten und die
Modellidentifikation, die Problemformulierung und die Lösungsalgorithmen
voneinander trennen.

Es werden Fahrzeugmodelle verwendet, die in straßenbündige Koordinaten
transformiert werden. Um einhergehende numerische Optimierungsalgorithmen
echtzeitfähig lösen zu können, wird eine effiziente Vorausberechnung der Transfor-
mationskurve verwendet. Zudem wird eine erweiterte Zustandsraumdarstellung
in zwei Koordinatensystemen entwickelt. Es werden die numerisch günstigen
Eigenschaften von Formulierungen der Kollisionsvermeidung im kartesischen
Koordinatensystem mit Vorteilen der straßenbündigen Transformation kombi-
niert. Bei kaum erhöhter Rechenzeit können die Hindernisse in der erweiterten
Formulierung effizent und sicher überapproximiert werden.

Eine große Herausforderung bei der Hindernisvermeidung ist die inhärente
Nichtkonvexität, die zum Beispiel die Entscheidung darüber beinhaltet, links
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viii KURZE ZUSAMMENFASSUNG

oder rechts zu überholen. Eine Planung im rein diskreten Zustandsraum
wird durch den hochdimensionalen Raum erschwert, der für zustandsdiskrete
Methoden Probleme bereitet. Die gemischt-ganzzahlige Optimierung nutzt
Gradienten von kontinuierlichen Variablen und Methoden der diskreten
Optimierung, um Optimierungsprobleme zu lösen. Allerdings skaliert die
Berechnungszeit exponentiell mit der Anzahl der ganzzahligen Variablen. Es
werden drei Algorithmen zur Trajektorienplanung vorgeschlagen, die auf der
gemischt-ganzzahligen Optimierung basieren, um den Online-Rechenaufwand
zu reduzieren. Für eine statische Umgebung ermöglicht eine räumliche
Umformulierung die Berücksichtigung einer großen Anzahl von Hindernissen.
Die Effktivität dieses Algorithmus wurde auf einer realen Rennstrecke auf
eingebetteter Hardware evaluiert. Für das strukturierte Fahren auf Autobahnen
reduziert eine neuartige Formulierung in den Weg- und Zeit-Koordinaten die
Anzahl der ganzzahligen Variablen erheblich und ermöglicht eine Planung in
großer zeitlicher Distanz. In einem letzten Kapitel wird eine generische Methode
zur Vorhersage von ganzzahligen Variablenzuordnungen durch maschinelles
Lernen vorgeschlagen, die eine Echtzeitplanung mit hoher Regelgüte in den
simulierten Szenarien ermöglicht.

Neben der Herausforderung der Nichtkonvexität können Planungsprobleme, die
vor allem in autonomen Rennwettbewerben auftreten, auch die Schwierigkeiten
des interaktiven Planens mit sich bringen. Diese Arbeit stellt in diesem
dritten großen Bereich Echtzeit-Algorithmen zur Planung und Vorhersage
der Trajektorien anderer Fahrzeuge vor. Ein hierarchischer Ansatz, der
Reinforcement Learning und modelprädiktive Regelung verwendet, kann
interaktives Verhalten in Simulationen erlernen. Dabei wird zum Beispiel
das Blockieren von Überholmanövern anderer Rennteilnehmer erlernt. Das
Optimierungsmodul und die zugehörigen Beschränkungen liefern in diesem
Zusammenhang die notwendige Sicherheit.



Abbreviations

AD autonomous driving

AI artificial intelligence

ARG Autonomous Racing Graz

BnB branch-and-bound

BFGS Broyden–Fletcher–Goldfarb–Shanno

CC Chebychev center

CCF Cartesian coordinate frame
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FF feed forward
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MILP mixed-integer linear program

MIMP mixed-integer motion planner

MINLP mixed-integer nonlinear programming

MIOCP mixed-integer optimal control problems

MIP-DM mixed-integer programming-based decision maker

MIP mixed-integer program

MIQP mixed-integer quadratic program
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OCP optimal control problem

ODE ordinary differential equation

PCC Pearson correlation coefficient

PPO proximal policy optimization

QP quadratic program

REDS recurrent equivariant deep set

RL reinforcement learning

RNN recurrent neural network

RTI real-time iteration

SAC soft actor critic

SD simulation distribution

SLT spatio-lateral-temporal

SQP sequential quadratic programming

ST spatio-temporal

STF short-term motion planning formulation

SV surrounding vehicle

TD training distribution

VT velocity-time





Notation and Symbols

In the following, the notation and symbols used within this thesis are listed in
a tabular form.

Notation
R set of real numbers
Rn set of real valued n-vectors
Rn×m set of real valued n×m-matrices
R≥0 set of non-negative real numbers
Z set of integer numbers
N set of natural numbers
N>0 set of strictly positive natural numbers
N[m:n] set of natural numbers in the interval [m,n],

with m < n

det(A) determinant of matrix A
∀ for all
dxe rounding x to the smallest larger integer
bxc rounding x to the largest smaller integer
x> the transposed of vector x
∂/∂x partial derivative w.r.t. x
d/dx total derivative w.r.t. x
ẋ time derivative dx/dt of x
x′ spatial derivative dx/dσ of x with spatial

variable σ
|x| absolute value of x
||x||, ||x||2 2-norm of x
||x||p p-norm of x
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xiv NOTATION AND SYMBOLS

∇xf(x), f : Rn → R gradient vector of f(x) in Rn

∇2
xf(x), f : Rn → R Hessian matrix of f(x) in Rn×n

O
(
f(n)

)
“big O of f(n)”, asymptotic notation for limiting
behavior when argument n goes towards infinity

x ∈ A x is element of the set A
x /∈ A x is not element of the set A
A ⊂ B set A is strict subset of the set B
A ⊆ B set A is subset of set B
A ∪B union of set A and set B: x ∈ A ∪B ⇔

x ∈ A ∨ x ∈ B
A ∩B intersection of set A and set B: x ∈ A ∩B ⇔

x ∈ A ∧ x ∈ B
A \B set difference: x ∈ A \B ⇔ x ∈ A ∧ x /∈ B
x ∼ PX x has probability density PX
x ∼ PX (·|y) x has conditional probability density PX w.r.t. y
Ex∼PX

[
f(x)

]
,

E
[
f(x)

∣∣x ∼ PX ] expectation of f(x) under random variable x with
probability density PX

N (µ,Σ) normal distribution with mean µ and variance Σ
min minimize
s.t. subject to
arg argument of
a =⇒ b proposition a implies proposition b
a ⇐= b proposition a is implied by proposition b
a⇔ b a =⇒ b and a ⇐= b

¬a not a (proposition)
a ∧ b a and b (proposition)
a ∨ b a or b (proposition)
[x > y] proposition “x is bigger than y”
F(x) Frenet transformation of Cartesian states x
F−1(y) inverse Frenet transformation of Frenet states y
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Symbols
x ∈ Rnx state vector with dimension nx
u ∈ Rnu control vector with dimension nu
w ∈ Rnw noise vector with dimension nw
X ⊆ Rnx state space
U ⊆ Rnu control space
X state constraints set X ⊆ X
Xt terminal state constraints set Xt ⊆ X
U control constraints set U ⊆ U
f(x, u) continuous-time differential equation right-hand side,

deterministic controlled system model ẋ = f(x, u)
F (x, u) discrete-time integration function right-hand side,

deterministic system model xk+1 = F (xk, uk)
F (x, u, w) discrete-time integration function right-

hand side, stochastic system model xk+1 =
F (xk, uk, wk), w ∼PW(·|xk, uk)

l(x, u) running or stage cost
t∆ sampling or discretization time
N horizon length
γ discount factor
π(x) policy or control law as a function of state x
πsv(x) policy of surrounding vehicle (SV)
Π policy function space
πθ(x), π(x; θ) policy parameterized by θ
Jmpc terminal value function approximation of model

predictive control (MPC)
Jπ value function under policy π
Jγ value function involving a discounted running cost
Jπ

?

, J? optimal value function
Ĵπ approximated value function under policy π
Qπ action-value function under policy π
Qπ

?

, Q? optimal action-value function
σ path length



xvi NOTATION AND SYMBOLS

γ(σ) path function γ : R≥0 → R2 parameterized by path
length σ ∈ R≥0

Γ path Γ := {γ(σ) | σ ∈ R≥0}
T unit tangent vector
Ñ unit normal vector
N signed unit normal vector
κ̃ curvature
κ signed curvature
px, py Cartesian position in x and y coordinate
ϕ heading angle
s projected longitudinal position on path
n signed lateral distance to path
ϕγ tangent angle of curve Γ := {γ(σ) | σ ∈ R≥0}
α heading angle mismatch
v velocity
δ steering angle
m vehicle mass
lf , lr vehicle wheelbase from center of gravity to front (f) or

rear (r)
O set of all points that are occupied by an obstacle
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Chapter 1

Introduction

According to a study from McKinsey published in 2023 [75], autonomous
driving (AD) could create revenue of up to $300 to $400 billion in 2035. While
in 2022, only partial driving automation dominated the market with a revenue of
$30 to $40 billion, the study estimates that highly automated driving functions
will dominate the market in 2035 with a revenue of $170 to $230. Moreover,
the study claims that, besides some setbacks, the mobility community still
agrees that AD could remarkably shape the future of transportation. Also, a
quarter of all car buyers are willing to pay more than $10.000 for premium
AD features. Shared autonomous vehicles could potentially even reduce energy
consumption by 53% to 61%, according to an urban sustainability report [322],
despite difficulties measuring the environmental impact due to unknown business
models of AD industries.

Self-driving vehicles operating in real-world conditions in the US caused eleven
deaths within only four months in 2022 [66]. This underscores the importance
of safety in autonomous driving. One primary requirement to achieve public
acceptance for AD is preventing accidents, i.e., collision avoidance is a core
interest. Collision avoidance requires several sub-tasks to be solved reliably.
Objects need to be recognized by computer vision systems, and their behavior
needs to be predicted intertwined with the own planning of decisions. On
top of the recognition of objects, reliable motion planning algorithms in an
environment with other agents are crucial.

Motion planning for autonomous vehicles involves determining feasible and
optimal paths while considering dynamic constraints, such as vehicle kinematics
and road conditions, as well as avoiding collisions or forcing emergency behavior
of other agents. Effective collision avoidance requires accurate prediction of
potential collision hazards and appropriate reactions to these hazards in a
short response time. The complexity of this problem is significantly increased
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by the need to ensure real-time performance. Traditional methods, often
based on rule-based systems or heuristic approaches, struggle to cope with
the difficulties inherent in real-world scenarios. This gap shows the need for
advanced techniques to provide safe and adaptive solutions.

Machine learning plays a crucial role in AD technologies at the current state-of-
the-art. However, machine learning techniques also lack some crucial properties
related to safe motion planning [66]. Remarkably, the review [66] mentions the
stochastic behavior of the ego decision-making system, limited interpretability,
and intricate debugging. This thesis focuses on deterministic optimization-based
algorithms that are possibly supported by machine learning. Optimization-based
motion planning has emerged as a promising approach due to its ability to handle
constraints and objectives systematically. By formulating motion planning as an
optimization problem, we can leverage mathematical optimization techniques
to find solutions that not only satisfy all constraints but also optimize specific
performance criteria, such as minimizing travel time and energy consumption or
maximizing passenger comfort. Moreover, compared to pure machine learning,
optimization-based algorithms are interpretable, easier to debug, and their
results are deterministic and reproducible. This paradigm enables a more
rigorous and flexible framework for developing motion planning algorithms.
Along the lines of this paradigm, this thesis shows in several variants that a
combination of machine learning and optimization-based algorithms can achieve
superior overall performance on the specific scenarios that were chosen for
evaluation.

The following chapters delve into various optimization techniques, including but
not limited to linear, quadratic, and nonlinear programming, inverse optimal
control, mixed-integer programming, and optimization methods supported
by machine learning predictions. They are all required to address the
challenges of motion planning. The algorithms were tested on various platforms,
including interactive traffic simulations and real-world autonomous racing
events. Autonomous racing competitions effectively contributed to advancing
AD planning and control technologies. Citing the authors in [41]: “What
aerospace engineering is to aviation, motorsport is to automotive technology”.
Possibly, some parallels can be drawn between autonomous racing competitions
and autonomous driving. By advancing the field of optimization-based motion
planning and control, this research aims to contribute to the broader goal of
realizing safe and efficient autonomous transportation systems. The insights
and methodologies developed in this thesis aim to bridge the gap between
theoretical advances and practical applications, adding a puzzle piece to the
next generation of autonomous vehicles.
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1.1 Motion Planning and Control in Autonomous
Driving

Motion planning for autonomous vehicles considers the task of using vehicle
and environment information to compute vehicle control signals that maintain
safety and carry out a desired high-level plan. In autonomous racing, this could
be finishing the race fastest or, in conventional autonomous vehicles, driving
to a desired location on a map. This field of research has attracted a great
deal of attention in industry and academia and requires the combined efforts
of many research areas. However, the challenges remain immense, and some
open problems persist. Different communities have emerged that favor specific
technologies and algorithms. As machine learning significantly impacts certain
technological fields, a particular stream of work aims to solve huge, or even all,
parts of the autonomous driving stack by machine learning techniques. Replacing
most parts of the autonomous driving stack by machine learning is called end-to-
end learning [278] and suffers from the disadvantages of lacking interpretability,
missing reproducibility, missing adaptability, and difficult debugging [66, 67].
End-to-end learning is not part of this thesis.

A common approach to motion planning and control in autonomous driving is
a hierarchy of modules with specific responsibilities. Each module has specific
inputs, outputs, and usually different sampling frequencies. The communication
between the modules may be organized by a middleware like ROS [174]. The
set of modules that work together to support the execution of the autonomous
driving control is the software stack. The whole software stack can be separated
into sensing, i.e., components for sensing the environment such as computer
vision related modules or state estimation, planning, i.e., components that plan
the ego motion according to the perceived environment, and acting, which refers
to low-level actuation. Many approaches and open-source autonomous driving
software stacks propose a similar structure, e.g., [27, 67, 138, 215, 176, 183, 199,
247, 256, 329]. In this thesis, given inputs from the sensing module are assumed.
The focus is on the planning and acting modules, as shown in the overview
in Fig. 1.1. The controlled system is also referred to as “system”, “plant” or
“environment”.

The requirements on the planning stack vary based on its application. Typical
applications are driving on well-marked structured highways, urban driving
in densely populated areas, rural roads without markings, autonomous racing
events, and unstructured environments such as parking lots [41, 165, 197]. The
different scenarios differ in the safety requirements, the available data, and
the performance requirements that could be measured in terms of general
driving costs. Highway driving usually has lower requirements on the perception
system due to well-marked roads and precise localization, such as in [108].
Challenges are relatively high velocities, increased controller requirements, and
the navigation on multiple lanes and merging lanes [213]. Urban driving is
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route, roads, waypoints

destination,
road network

Route Planning

lane, goal states

perceived agents
and obstacles

Behavior Planning /  Decision Making

reference path / trajectory

reference path / trajectory

Path / Trajectory Planning

controls

vehicle states

Control

High-Level Planning

Low-Level Control

Figure 1.1: Modules of the autonomous driving stack. The blue blocks are
considered within this thesis. The block of “high-level planning” is often used
interchangeably with “motion planning” [67, 256].

usually less complex for vehicle control but poses considerable difficulties to the
perception system and partly to the decision maker due to the abundance of
different traffic participants and rare events. In urban driving, extremely precise
and manually annotated maps are available [197]. Similarly, rural roads require
a superior perception system and external positioning systems. Autonomous
racing is a special case due to the complete absence of humans and rather
arbitrary rules defined by an event organizer. The organizers may focus on
competitive vehicle and obstacle interaction [233] or push the speed towards the
vehicle limits [6]. Vehicles that operate in unstructured environments such as
parking lots or on open land drive with lower speeds. The environments demand
simpler control algorithms and has fewer requirements on the online planning
time. The complexity may instead emerge from the potentially combinatorial
obstacle avoidance and route-finding problem, interactions with other agents,
or poor mapping. In unstructured environments, the concept of ordinary traffic
rules and roads may not be applicable. This thesis focuses on algorithms for
autonomous racing and highway driving.

The classical software stack for motion planning and control comprises a route
planner, a behavior planner, also referred to as a decision maker, a path or
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trajectory planner, and a controller, see Fig. 1.1.

Route planning. At the highest level, the path through an environment is
computed by the route planner. Typically, maps are available except for
unstructured planning. These maps are usually given in a vast graph, requiring
graph-search algorithms [25, 199]. A well-known fundamental algorithm for
graph search is Dijkstra’s algorithm [81], which has a high query time but low
preprocessing time and a low memory requirement. In fact, the application to
road networks was an essential driving force to improve Dijkstra’s algorithm [25].
The exhaustive survey in [25] compares different algorithms with respect to their
query time, memory footprint, and preprocessing time. Oppositely to Dijkstra’s
algorithm, an algorithm utilizing a lookup table [76] has a low query time but
an enormous preprocessing time and memory footprint. A large number of
algorithms trade off these properties in addition to further requirements such
as the robustness to map or input changes.

Behavior planning and decision making. Once a route is computed, it is
passed to a behavior planner, also referred to as a decision maker. This layer
decides among options given a certain set of rules that apply to the current
scenario. It aims to fulfill the task at hand with a low specified cost. In racing
scenarios, this could be the decision of when to overtake another vehicle, when to
start racing, or when to leave the track. In highway scenarios, this includes the
decision to change lanes, and in urban traffic, this may be stopping in front of a
red traffic light. The time horizon for the decision maker is up to ∼ 1 min [67].
A simple implementation of such a layer in early papers is rule-based state
machines, e.g., team “AnnieWay” [134] at the DARPA Urban Challenge [1].

However, state machines may ignore certain aspects of the planning problem.
Most importantly, the behavior planner requires the perception of the current
scene and a potential prediction of other agents. Predicting other agents is a core
element of behavior planning and can, in general, not be performed separately,
as one’s own decisions influence the decisions of other traffic participants. A
simple example of such an interaction would be a succeeding vehicle that
will most likely brake if the preceding one brakes. When assuming constant
policies, these interactions could be treated by stochastic, interactive vehicle
models, such as in [224, 326]. A more general consideration of interactions
among agents requires a game theoretic or, likewise, a multi-agent framework,
e.g., [56, 57, 68, 160, 251, 252]. In dynamic games, agents can change their
policies in order to maximize a combination of a selfish reward and a reward
given to others [56]. Given the high computational burden of solving general
dynamic games, the behavior planner may use a coarse approximation of the
ego vehicle model, e.g., [168] for autonomous racing, and assume hierarchically
lower levels to be able to track the proposed plans safely. In case a lower-level
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planner is unable to track a reference plan, some feedback needs to be given to
the behavior planner, cf. Fig. 1.1.

Path and trajectory planning. Given a behavior specification, e.g., a goal
lane and speed limits or a reference trajectory, a path/trajectory planner
is used to provide a feasible path or trajectory (w.r.t. a certain vehicle
model and constraints) to a vehicle controller. Note that path planning is
commonly associated with geometric or kinematic planning, and trajectory
planning involves the time information in addition to the position [199].
Path planners may also provide a reference velocity that implicitly defines
a trajectory again when integrated. However, a consecutive low-level controller
may react differently to a velocity error than to a position error. One
could view the position trajectory tracking problem as a path and velocity
tracking problem where the plant integrates velocity to position. Tracking
the position with time information may be inevitable to avoid dynamic
obstacles. Given the dependency of the behavior planner and the path/trajectory
planner, some papers formulate both in a single formulation, e.g., in a mixed-
integer optimization framework [213, 227]. This thesis refers to behavior and
path/trajectory planning as “high-level planning”.

Remarkably, a separation between the behavior planning and path/trajectory
planning layers can be motivated by separating the overall problem based on
optimization problem classes. An outstanding division line in mathematical
optimization is between combinatorial and continuous optimization. While
polynomial-time algorithms can solve some combinatorial optimization problems,
the problems occurring in autonomous driving are often NP-hard [159].
Combinatorial problem aspects include on which side to overtake an obstacle
or choosing among multiple highway lanes. The combinatorial complexity, in
addition to real-time requirements, motivated many publications to find trade-
offs between optimality, safety, and computation time [67]. Approaches consider
mixed-integer programming [181, 213], learning-based [51] or graph-search
techniques [8, 241], among many others [67]. While simple interactive behavior
can be included as part of a classical combinatorial optimization problem
formulation, e.g., as in [227], considering general multi-agent settings requires
additional game-theoretic concepts [70]. Combinatorial complexity may be
hidden in the nonconvexity of optimization problem formulations. For example,
obstacle avoidance can be formulated as a nonlinear, nonconvex optimization
problem without combinatorial integer variables. However, solving such a
problem assumes an initial guess “close” to a local or global optimum, requiring
combinatorial optimization algorithms. Given an approximate solution of the
combinatorial part, the trajectory or path planner can be initialized efficiently
and often instead corrects a given coarse trajectory to be kinematically feasible
and safe; see, for example, [229] for such an architecture. The high-dimensional
state space of higher fidelity vehicle models challenges graph-search algorithms,
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and the trajectory or path planner may use numerical optimization-based
algorithms [293].

Control. The longitudinal and the lateral dynamics of vehicles have different
time constants. Therefore, the low-level controller may be split into a
longitudinal and lateral control. However, this ignores coupling effects,
particularly for highly dynamic maneuvers. In this thesis, the lowest level
controller is assumed to output a steering angle or steering angle rate and an
acceleration or braking torque. In fact, further low-level controllers are required
to provide the actual actuator signals. However, these lowest-level controllers
are usually not modifiable on many vehicle platforms, e.g., in the Roborace
competition [233].

This thesis considers behavior planning, path/trajectory planning, and low-level
control. Due to the intertwined formulations of the behavior and path or
trajectory planner, those are referred to as “high-level planners”. Accordingly,
the controller is referred to as a “low-level controller”, cf., Fig. 1.1. Both problems
are formulated as optimal control problems (OCPs) that approximate the
inherently stochastic real-world problem, cf., Chapter. 2. Treating stochasticity
explicitly in numerical algorithms is challenging and not part of this thesis.
Stochasticity is instead considered by closed-loop control with feedback on
the current environment state and consecutively adapting the prediction of
surrounding vehicles (SVs) and the ego-motion plan. The aim is to optimize an
ego trajectory x(t) ∈ X in the state space X ⊆ Rnx by modifying controls u(t) ∈
U in the control space U ⊆ Rnu depending on the time t ∈ R. The start of the
trajectory is equal to an estimated state x0 ∈ Rnx at the current time t0 ∈ R.
The trajectory of the deterministic vehicle dynamics is constrained to the infinite-
dimensional manifold described by the ordinary differential equation ẋ(t) =
f(x(t), u(t)). Additionally, the states are constrained by physical limitations
using the set X ⊆ X , and the controls are limited by u(t) ∈ U ⊆ U . The states
are further constrained by a simplified obstacle-free space Xfree(t), which may be
more sophisticated, than stated in this deterministic non-interactive form. For
example, it can depend on the previously driven ego trajectory {x(τ) | 0 ≤ τ ≤ t}
or involve uncertainty about SV predictions. A discussion about collision
avoidance constraints is given in Sect. 3.8. The OCP includes a cost J

(
x(·), u(·)

)
for the planned trajectories of controls and states and can be written in a general
continuous-time form as

min
x(·),u(·)

J
(
x(·), u(·)

)
s.t.


x(t0)= x0,

ẋ= f(x(t), u(t)), t ∈ [t0,∞),
x(t)∈ Xfree(t) ∩ X(t), t ∈ [t0,∞),
u(t)∈ U(t), t ∈ [t0,∞).

(1.1)

The overall paradigm of this thesis pivots on solving a simplified form of the
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Figure 1.2: A generic architecture of optimization-based planners and controllers.
This architecture is used as a template to categorize each individual contribution.
In this thesis, the descriptions environment, system, and plant are used
interchangeably.

OCP (1.1) as part of the high-level planner and, possibly, the low-level controller
repeatedly. The time it takes to solve the optimization problem online is crucial
to the overall performance. Therefore, a central goal of the proposed novel
techniques is lowering the online computation time to integrate more detail
into the approximation of OCP (1.1), thus increasing the performance. For the
high-level planner, slightly longer computation times are accepted than for the
lower-level controller.

Generic Optimization-Based Architecture. At the beginning of Sect. 1.1, the
main scope of this thesis was introduced. The focus of the autonomous driving
stack, as shown in Fig. 1.1, was set on high-level planning and low-level control.
From the viewpoint of optimization-based algorithms, those two layers can be
drawn in more detail, as shown in Fig. 1.2. This sketch illustrates the necessary
modules and dependencies of the algorithms. Moreover, this sketch is used to
point out the contributions proposed in this thesis. Each contribution focuses on
different subsets of these modules. In order to evaluate the proposed algorithms,
additional modules were part of an integrated software stack.

The optimization-based planner and controller are similarly structured, cf.,
Fig. 1.2. Both contain a particular type of objective, a vehicle model, model
constraints, collision constraints to avoid SVs, and a prediction of these SVs.
In a simplified case, the prediction of SVs may be performed by an external
module. However, the separation of ego planning and prediction does not
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allow for interactive planning, i.e., respecting the influence of the planned
ego trajectory on the prediction of the SV. It may also be integrated into
the optimization problem and, therefore, be part of the planner or controller
module. The high-level planner passes a reference trajectory to the low-level
controller and is usually executed at a frequency of 1 to 10 Hz. The objective
of the high-level planner is usually to minimize an economic cost. The low-level
controller is executed at 10 to 100 Hz and outputs the control signals. The
controller’s objective is usually to track the reference. The environment could
either be a high-fidelity simulation of the ego vehicle or an embedded hardware
with possibly simulated SVs. The performance of the closed-loop system is
evaluated in various randomized test scenarios.

1.2 Contributions and Outline

This thesis presents its main contributions in the form of nearly unchanged
peer-reviewed publications in Chapters 5 to 7 after a detailed introduction of
relevant mathematical and technological concepts, cf., Fig. 1.3.

Within the introduction Chapters 2 to 4, basic concepts are explained that
appear as a common theme throughout this work. Mathematical background
is given in Chapter 2. Chapter 3 introduces the main concepts for automotive
vehicle modeling for optimization-based motion planning and control. Important
low to medium-fidelity vehicle models are introduced in Sect. 3.1 to Sect. 3.6.
These vehicle models are used either in simulation, as part of an optimization-
based planner, or as an optimization-based controller. Sect. 3.7 introduces
the concept of a projection of the vehicle dynamics onto a reference path.
Again, this projection is considered as part of an optimization problem. In
Sect. 3.8, different aspects of collision avoidance within numerical optimization
algorithms are reviewed. In Chapter 4, the last chapter of the introductory part,
the different software and hardware stacks used for evaluating the presented
contributions are summarized.

The following summarizes the contribution of each published paper. The
components involved within each publication are shown with respect to the
general motion planning and control architecture in Fig. 1.2. The blue boxes
indicate in which modules the contributions were made, and the green boxes
show the overall components involved in the related software and hardware stack.
Sect. 5.1 and 5.2 are aiming to improve the model and the constraint formulations
inside the optimization problem that is solved as part of model predictive
control (MPC). Sect. 6.1 to 6.3 are related to the nonconvex combinatorial
planning problems due to multiple obstacles. Sect. 7.1 and 7.2 consider the
prediction and interaction with SVs in competitive racing scenarios.
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Figure 1.3: Overview of the chapters and sections of this thesis. Chapters 5 to 7
comprise the main contribution in the form of nearly unchanged publications.
The original paper titles are abbreviated by a short description.
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Section 5.1: Parameterization Approach of the Frenet Transformation for
Model Predictive Control of Autonomous Vehicles. The contribution of this
section related to the publication [222] pivots around an efficient numerical
formulation of a vehicle model formulated in projected Frenet coordinates as
part of an optimization-based low-level controller. The proposed algorithms
solve a prior optimization problem in order to parameterize the projection curve
in a numerically favorable way. The improved performance is evaluated on
randomized tracks. Fig. 1.4 shows the involved components within the control
and planning framework.

High-Level Planner Low-Level Controller

Reference

Costs

Ego Model

Model Constraints

Environment

Road

Ego Model

SV

Real Cost
Evaluation

Environment State

Control

SV Constraints

SV Predictions

SV Predictor

Costs

Ego Model

Model Constraints

SV Constraints

SV Predictions

SV Predictor

Figure 1.4: Contributions of Sect. 5.1: Parameterization Approach of the Frenet
Transformation for Model Predictive Control of Autonomous Vehicles. In this
work, no obstacles or SVs were simulated. The contributions are made within
the blue modules. The green boxes were used as part of the overall framework
in this specific setting.

Section 5.2: Frenet-Cartesian Model Representations for Automotive
Obstacle Avoidance within Nonlinear Model Predictive Control. This
section and the related publication [228] improve the MPC problem formulation.
The vehicle model used within MPC is enhanced by expanding its state space to
include multiple coordinate frames, applying constraints and costs in the most
suitable frame. The results demonstrate improved overall performance in various
deterministic obstacle avoidance simulations attributed to the representation
of obstacle shapes in either frame. Remarkably, the computation time can be
reduced compared to a Frenet coordinate frame (FCF) representation despite
the increased state dimensions. Furthermore, references can be set in either
coordinate frame, enabling flexible integration with planning modules utilizing
a specific frame.
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Figure 1.5: Modules related to Sect. 5.2: Frenet-Cartesian Model
Representations for Automotive Obstacle Avoidance within Nonlinear MPC.
Blue boxes indicate contributions; green boxes indicate involved components.

Section 6.1: Mixed-integer optimization-based planning for autonomous rac-
ing with obstacles and rewards. This section related to the publication [225]
introduces a planning procedure for avoiding obstacles and collecting rewards
through a combination of offline and online steps. Initially, an optimal racing
line is computed based on the track geometry without obstacles, similar to
the approach presented in Sect. 5.1. The online phase comprises two steps:
first, a mixed-integer linear program (MILP) formulation selects a homotopy
class to determine reward collection and obstacle avoidance, represented
by deformed track boundaries. Second, a continuous optimization problem
minimizes deviations from the racing line while considering these modified
boundaries. Homotopy iterations are used to enhance the solver convergence.
This novel motion planning approach effectively solves time-optimal motion
planning problems with a combinatorial structure, avoiding the full state-space
discretization required by graph-based algorithms.
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Figure 1.6: Modules related to Sect. 6.1: Mixed-integer optimization-based
planning for autonomous racing with obstacles and rewards. Blue boxes indicate
contributions; green boxes indicate involved components.

Section 6.2: A Long-Short-Term Mixed-Integer Formulation for Highway
Lane Change Planning. This section related to [227] presents a novel
algorithm for optimal lane-changing maneuvers on highways. Unlike other
highway motion planning algorithms, the presented lane change motion planner
effectively approximates long-term dependencies in the spatiotemporal domain
with a computational burden that remains independent of the lane change
position and timing. By addressing the short-term and long-term approximations
as a unified problem, inconsistent decoupling is avoided. The method improves
closed-loop performance by 15% compared to [213] and [8] and significantly
reduces average computation time in randomized interactive simulations.
Additionally, compared to [213], the algorithm reduces the number of integer
variables in the optimization problem.
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Figure 1.7: Modules related to Sect. 6.2: A Long-Short-Term Mixed-
Integer Formulation for Highway Lane Change Planning. Blue boxes indicate
contributions; green boxes indicate involved components.

Section 6.3: Equivariant Deep Learning of Mixed-Integer Optimal Control
Solutions for Vehicle Decision Making and Motion Planning. The main
contribution of this Chapter, which is related to [229], is a recurrent equivariant
deep set architecture for predicting integer variables in mixed-integer quadratic
programs, optimized for time series and obstacle-related binary variables in
motion planning. This architecture ensures consistent collision avoidance
predictions regardless of the obstacle order and supports a variable number
of obstacles. The framework combines an ensemble of neural networks with a
feasibility projector to enhance safe trajectory computation. Compared to state-
of-the-art methods, it improves prediction accuracy, introduces permutation
equivariance, and generalizes unseen data. A novel integrated planning system
is presented for real-time vehicle decision-making and motion planning and
validated in closed-loop simulations with interactive agents.
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Figure 1.8: Modules related to Sect. 6.3: Equivariant Deep Learning of Mixed-
Integer Optimal Control Solutions for Vehicle Decision Making and Motion
Planning. Blue boxes indicate contributions; green boxes indicate involved
components.

Section 7.1: An Inverse Optimal Control Approach for Trajectory Prediction
of Autonomous Race Cars. In the domain of autonomous racing, this section
and the related paper [226] are, to the best of the author’s knowledge, among the
first to employ bi-level optimization for trajectory prediction. Given the difficulty
of solving bi-level problems, this work utilized the relaxation of complementarity
constraints to find a stationary point of the lower-level problem. The algorithm
exhibits a stronger initial performance without prior training, compared to other
learning-based algorithms, and adapts quickly online to observed trajectories of
other drivers.
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Figure 1.9: Modules related to Sect. 7.1: An Inverse Optimal Control Approach
for Trajectory Prediction of Autonomous Race Cars. Blue boxes indicate
contributions; green boxes indicate involved components.

Section 7.2: A Hierarchical Approach for Strategic Motion Planning
in Autonomous Racing. The contribution of Sect. 7.2 and the related
publication [224] involves developing and assessing an efficient and safe motion
planning algorithm tailored for interactive behavior occurring in autonomous
racing. The presented algorithm features a novel cost function formulation
that integrates MPC and reinforcement learning (RL), providing strong prior
performance, real-time feasibility, and clear interpretability.



CONTRIBUTIONS AND OUTLINE 17

High-Level Planner Low-Level Controller

Reference

Environment

Road

Ego Model

SV

Real Cost
Evaluation

Environment State

Control

Costs

Ego Model

Model Constraints

SV Constraints

SV Predictions

SV Predictor

Neural Network

Figure 1.10: Modules related to Sect. 7.2: A Hierarchical Approach for Strategic
Motion Planning in Autonomous Racing. Blue boxes indicate contributions;
green boxes indicate involved components.





Chapter 2

Optimal Control

This chapter introduces the mathematical framework and the relevant numerical
algorithms that serve as a basis for contributions within this thesis to solve
motion planning and control problems as formulated in (1.1). First, some basic
concepts of numerical optimization are repeated in Sect. 2.1. The next Sect. 2.2
introduces optimal control problems (OCPs) as means to formalize the goal
of motion planning and control algorithms for autonomous driving. Finally,
Sect. 2.3 introduces algorithms for solving OCPs in a closed-loop environment.
The OCPs are often approximated and solved online in a feedback control
system. A crucial approximation involves finding a reasonable model for the
real-world environment.

Algorithms for solving the OCP online are separated into derivative-based
online optimization, cf., Sect. 2.3.3, or sampling-based online optimization, cf.,
Sect. 2.3.4. The potentially computationally expensive online optimization may
be circumvented by utilizing an offline optimization algorithm to solve a large
number of problems with the distribution of parameters encountered in the
real-world setting. After storing the samples of the solution map from the OCP
parameters to the optimal decision variables, this mapping function can be
learned, referred to as imitation learning (IL).

The rather different approach of reinforcement learning (RL) is capable of
avoiding a model of the environment. It focuses on learning a policy that
achieves optimal closed-loop behavior by interacting with the environment and
evaluating obtained rewards after applying specific actions in particular states.
Environment models may still be used in an initial learning phase to generate
interactions more efficiently. Relevant concepts of IL and RL, including dynamic
programming (DP), are provided in Sect. 2.3.5 and Sect. 2.3.6, respectively.

19
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2.1 Mathematical Background

The following section introduces essential concepts of continuous and mixed-
integer optimization concepts. Sect. 2.1.1 states the different classes of
optimization problems. In Sect. 2.1.2, algorithms for solving the class of
nonlinear programs (NLPs) are sketched on a high level along the lines
of [217], and in Sect. 2.1.3 algorithms for solving mixed-integer nonlinear
programmings (MINLPs) are surveyed based on [29] and [244].

2.1.1 Optimization Problem Classes

The following repeats the definition of relevant complexity classes and, thereafter,
defines optimization problem classes most relevant for the developed algorithms.

Computational Complexity. Computational complexity describes how difficult
it is to solve problem instances of a specific class when scaling the problem
dimensions. In the following, the main concepts are illustrated along the lines
of [159]. Typically, the big-O notation is used to upper-bound the computation
time depending on the problem size in the limit [190]. As a further refinement,
lower and upper bounds on the computational complexity are used. An upper
bound can be found, for example, by any algorithm that solves the problem
and whose computational complexity is known. A lower bound can be found by
intricate mathematical analysis.

Optimization problem classes can be related to complexity classes which provides
an insight of how difficult the problems are to solve in general. Relevant
complexity classes for this thesis are explained in the following. For problems
belonging to the polynomial complexity class P, algorithms can be found that
solve the problem in polynomial time, i.e., the solution time scales with O(nk),
where k ∈ N and n is the problem size. For problems in the complexity class NP ,
algorithms can be found that verify in polynomial time if any given solution
solves the problem. An efficient algorithm solves a problem in polynomial
time. For an intractable problem, no efficient algorithm can be found. Problems
in PSPACE= NPSPACE can be solved with a polynomial amount of storage
space. Finally, the class of EXPTIME is used for problems that can be solved
in O

(
2nk
)
, with k ∈ N. Notably, boundaries of the problem classes PSPACE

and NP are not yet found. It is known that P ⊂ EXPTIME. However, some
mathematicians only assume that P ⊂ NP ⊂ PSPACE ⊂ EXPTIME. It could
also be true that P = NP = PSPACE or NP = PSPACE = EXPTIME.
Therefore, for a problem in NP , finding a polynomial time algorithm may still
be possible.
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In the following, the concepts of “hardness” and “completeness” are repeated.
Let X be one of the problem classes P,NP,PSPACE or EXPTIME. If
problem A is in the class X-hard, any other problem in X can be reduced to
problem A in polynomial time. Remarkably, a problem that is X-hard is not
required to be within the class X. However, if the problem is in class X and
X-hard, it is named X-complete.

In complexity theory,“intractable” refers to problems that are extremely difficult
or impossible to solve efficiently, usually because they require an impractical
amount of computational time or space resources as the size of the input grows.
Due to the unknown bound of NP and PSPACE, it cannot be argued that
a problem in NP is intractable. Nonetheless, problems in EXPTIME are
intractable. Lower bounds of algorithms are particularly useful, because they
provide insight of how much an existing algorithm could be improved.

Optimization problem classes are used to define the input format of optimization
solvers since the underlying algorithms are specifically designed for certain
structures. The optimization classes allow problem formulations that exhibit a
particular computational complexity, which provides a complexity lower bound
for any algorithms or solvers that are used to solve these problems. The most
important optimization problem classes are as follows.

Linear Programs. Linear programs (LPs) are defined as

min
z∈Rnz

c>z s.t.
{
Az − b = 0,
Cz − d ≤ 0,

(2.1)

where c ∈ Rnz , A ∈ Rng×nz , C ∈ Rnh×nz , b ∈ Rng and d ∈ Rnh . The number of
equality constraints are ng and the number of inequality constraints are nh. LPs
can be solved efficiently in finite time and at most exponential in the number of
variables by, for example, the Simplex algorithm [72] or even in polynomial time
by the interior point (IP) algorithms [15] or by the ellipsoid method [143, 24].
Therefore, LPs are in the problem class P.

Quadratic Programs. Quadratic programs (QPs) are defined by

min
z∈Rnz

c>z + 1
2z
>Bz s.t.

{
Az − b = 0,
Cz − d ≤ 0,

(2.2)

where B ∈ Rnz×nz . QPs are further classified into convex QPs, where the
matrix B is positive semi-definite, or even strictly convex QPs, where B is
positive definite. Convex QPs can be solved efficiently in finite polynomial
time by, e.g., the IP algorithm [154]. Nonconvex QPs are hard to solve, and
in the problem class NP-hard [200]. Established solvers for usually convex
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QPs are, for instance, the commercial solvers of MOSEK [184] and Gurobi [114]
or the open-source solvers OSQP [268], qpOASES [94] and QPALM [121]. Some
solvers are explicitly designed to exploit the structure of the model predictive
control (MPC) optimization problem, such as the open-source solver HPIPM [97].

Convex Programs. A convex optimization program is written as

min
z∈Rnz

fc(z) s.t.
{
Az − b = 0,
hc,i(z) ≤ 0, i = 1, . . . , nh,

(2.3)

where fc : Rnz → R and hc,i : Rnz → R for i = 1, . . . , nh, are convex functions,
such as defined in [46]. Many convex problems can be solved efficiently in
polynomial time by solvers such as ECOS [82] and tools for formulating convex
problems such as CVX [106] and CVXPY [79]. However, it is not trivial to check
whether a problem is convex. Moreover, convex problems exist that are NP-
hard [73]. Within this thesis, the functions fc and hc,i, for i = 1, . . . , nh are
assumed to be continuously differentiable. In general, convex problems may
involve nonsmooth functions and may still be solved efficiently [46].

Nonlinear Programs. An NLP is written in the general form

min
z∈Rnz

fnlp(z) s.t.
{
gnlp,i(z) = 0, i = 1, . . . , ng,
hnlp,i(z) ≤ 0, i = 1, . . . , nh,

(2.4)

where fnlp : Rnz → R, hnlp,i : Rnz → R for i = 1, . . . , nh and gnlp,i : Rnz → R
for i = 1, . . . , ng are continuously differentiable functions. NLPs are generally
nonconvex and in the problem class NP-hard [186] and, therefore, difficult
to solve. However, many problem instances can be solved efficiently to local
optimality in practice by exploiting derivatives with general-purpose solvers such
as IPOPT [307]. Solvers that exploit the MPC problem structure are available as
open-source software, e.g., acados [291], or commercially, e.g., FORCESPro [83].

Mixed-Integer Programs. Mixed-integer programs (MIPs) are optimization
problems that contain integer variables y ∈ Zny and continuous variables z ∈
Rnz . Noteworthy, MIPs can formally be reformulated into NLPs. However,
the structure given by the integer variables can be exploited by solvers like
Gurobi [114] or MOSEK [184] to usually achieve a much higher performance than,
for example, using a general-purpose NLP solver. An MIP problem can be
written as

min
z∈Rnz ,y∈Zny

fmi(z, y) s.t.


gmi,i(z, y) = 0, i = 1, . . . , ng,
hmi,i(z, y) ≤ 0, i = 1, . . . , nh,
[z>, y>] ∈W,

(2.5)
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with fmi : Rnz × Zny → R, hmi,i : Rnz × Zny → R for i = 1, . . . , nh and
gmi,i : Rnz × Zny → R for i = 1, . . . , ng. All variables are in a convex bounded
polyhedral set W ⊂ Rny+nz . A further refinement of MIPs may specify the
structure of the continuous functions of problem (2.5) related to the problem
classes above. For example, if the functions fmi, gmi,i for i = 1, . . . , ng and
hmi,i for i = 1, . . . , nh are continuously differentiable, the problem is referred to
as MINLP. Similarly, mixed-integer linear programs (MILPs), mixed-integer
quadratic programs (MIQPs), or mixed-integer convex programs (MICPs) can
be defined. All MIP problems are hard to solve. Even MILPs or pure integer
programs are NP-hard [99]. Nonetheless, some MILPs with a certain structure,
such as integer knapsack problems, can in practice be solved faster, their worst-
case complexity is still NP-hard [190]. MINLPs with unbounded decision
variables are even UNDECIDABLE [130], i.e., simplified, a computer that
follows step-by-step instructions cannot solve these problems in finite time,
cf. [261] for more details.

Remark 2.1.1. The term combinatorial optimization is not consistently defined
in the literature. The authors in [191] state the following: “While there is no
generally agreed-upon definition of a combinatorial optimization problem, most
problems so named are 0-1 IPs that deal with finite sets and collections of
subsets.” The class of “0-1 IPs” are pure integer problems without a continuous
part and where the integer variables can only take values of zero or one. Pure
integer problems are not considered within this thesis. The term “combinatorial”
is instead used to highlight nonconvexities that are modeled by integer variables
in the optimization problem and desired to be considered in the optimization
algorithm.

2.1.2 Continuous Optimization

In the following, Newton’s method, sequential quadratic programming (SQP)
and the interior point (IP) methods are described on a high level. Both SQP,
IP methods, and mixed-integer programming are extensively used throughout
this thesis to solve OCPs.

Newton’s Method for Unconstrained Optimization

As a basis for further considerations of constrained optimization, first, Newton’s
method is explained briefly for unconstrained convex problems

min
z∈Rnz

fnlp(z), (2.6)
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where fnlp : Rnz → R is twice differentiable and convex. Consider the Taylor
approximation

fnlp(z) ≈f̃nlp(z; z0) =

fnlp(z0) +∇zfnlp(z0)>(z − z0) + 1
2(z − z0)>∇2

zfnlp(z0)(z − z0)

around an initial guess z0. For convex problems, a first-order necessary
condition (FONC) and sufficient condition for optimality is ∇f̃nlp(z?; z0) = 0.
Applying the optimality condition to the Taylor series and given that the
Hessian ∇2

zfnlp(z0) is invertible, the optimizer for the approximated problem is

z?0 = z0 −
(
∇2
zfnlp(z0)

)−1∇zfnlp(z0),

which is set as the new initial guess z1 := z?0 . This procedure is repeated until
convergence. In fact, the convergence of Newton’s method is extremely fast once
the initial guess is close enough to the optimizer of the original problem [46].
For convex problems, the FONC ∇f̃nlp(z?; z0) = 0 is also a sufficient condition
for a global minimizer. For nonconvex problems, the second-order sufficient
condition (SOSC) ∇2f̃nlp(z?; z0) � 0 may verify a local minimizer z? [194].

Constrained Optimization

Adding constraints to the optimization problem (2.6) requires additional
concepts. Since equality constraints can also be formulated as inequality
constraints, the following NLP omits equality constraints and reads as

min
z∈Rnz

fnlp(z) s.t. hnlp,i(z) ≤ 0, i = 1, . . . , nh, (2.7)

where fnlp : Rnz → R and hnlp,i : Rnz → R for i = 1, . . . , nh are twice
continuously differentiable functions. Recall the Lagrangian function of the
inequality-constrained NLP (2.7)

L(z, µ) = fnlp(z) +
nh∑
i=1

µihnlp,i(z),

with the dual variables µi ∈ R and µ> = [µ1, . . . , µnh ]. The Lagrangian function
can be used to define FONCs for optimality of the primal variables z? by utilizing
the dual variables µ?, known as the Karush-Kuhn-Tucker (KKT) conditions

∇zL(z?, µ?) = 0 (2.8a)

µ?i hnlp,i(z?) = 0, i = 1, . . . , nh, (2.8b)

µ?i ≥ 0, i = 1, . . . , nh, (2.8c)

hnlp,i(z?) ≤ 0, i = 1, . . . , nh. (2.8d)
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Many optimization algorithms aim to find points that fulfill the FONCs for the
Lagrangian function. The two widely used methods SQP and IP are explained
below.

Sequential Quadratic Programming (SQP)

The basic idea of SQP is to iteratively approximate the NLP (2.7) by a series
of QPs, similar to the standard Newton iterations. An initial guess z0 for the
primal decision variables is chosen as the first linearization point. In order to
compute an update of the primary and dual variables as a result of an SQP
iteration, the Hessian matrix needs to be computed and inverted, which is
computationally expensive. Moreover, if the exact Hessian ∇2

zL(z0, µ0) is used,
the QP subproblems may be nonconvex and hard to solve.

In order to derive convex Hessians and to speed up the computation of the
Hessian and its inverse matrix, various approximations exist, known as Newton-
type methods. A popular method is the Gauss-Newton Hessian approximation,
which is, however, only applicable to NLPs with a nonlinear least-squares
objective [217]. The Gauss-Newton Hessian can be computed fast and is always
convex. Other computationally favorable Hessian approximations can also be
obtained by the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm [53, 95],
which can directly approximate the inverse Hessian if desired. For general
NLPs, methods described in [290] can be used to get convex Hessian matrices.
Hessian approximations may be based on the dual variables µ, requiring also
their initialization by µ0.

After constructing the QP at the linearization point z0 with the Hessian
approximation B0 obtained from z0 and, possibly µ0, the approximating QP is
solved to get primal optimizers z?0 and dual variables µ?0. After that, the new
initial guess or linearization point is set to the previous optimizers with z1 ← z?0
and µ1 ← µ?0, and another QP is constructed to approximate the NLP at z1
with a new Hessian approximation B1. This procedure is repeated for M steps
or until convergence with an acceptance criterion to find the final optimizer
z? := z?M for the NLP.

The QP optimization subproblem for the k-th linearization point depends on
the primal variables zk and the dual variables µk. The dual variables may
only influence the Hessian approximation Bk, but Hessian approximations
independent of dual variables exist as mentioned above. The QP subproblem
can be written as

min
z∈Rnz

∇fnlp(zk)>(z − zk) + 1
2(z − zk)>Bk(z − zk)

s.t. hnlp,i(zk) + ∂hnlp

∂z
(zk)(z − zk) ≤ 0, i = 1, . . . , nh.

(2.9)
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The QP subproblems may be solved by various different algorithms, including
active-set solvers such as qpOASES [94] or QP interior point solvers such as
HPIPM [97] for MPC structured problems. Within the SQP algorithm, the
individual QP subproblems may have different sets of active constraints that
need to be figured out by the QP solver at each iteration if active set QP
solvers are used. When the linearization point zk is close to a strongly regular
solution [217], it can be shown that the set of active constraints of the QP
subproblem is identical to the set of active constraints of the original NLP [232].

The Hessian approximation is a major design choice since it can provide
computationally less expensive iterations. An important question is how the
convergence rate of SQP methods is influenced. Consider a sequence zk that
converges to z?. If there exists a positive integer k, a positive real number c,
and a sequence ck ≤ c < 1, a sequence zk converges “q-linear” if it holds for
some k ≥ k that

|zk+1 − z?| ≤ ck|zk − z?|.

If also ck converges to zero, the convergence is “q-superlinear”, and named
“q-quadratic”, if ck = O (|zk − z?|). While the convergence when using exact
Hessian matrices is q-quadratic, given a sufficiently close starting point, methods
with other Hessian approximations usually converge slower. For instance, the
Gauss-Newton method converges q-linearly, and Hessian update algorithms like
the BFGS converge q-superlinearly [217].

Nonlinear Interior Point Method

As introduced above, constraints can conceptually be seen as a mathematical
formulation to strictly prevent variables from obtaining specific values. In the
context of OCPs, this could be related to conceptually infinite costs or physically
impossible values. Infinite values could be approximated by large numbers on a
computer. Cost functions that approach infinity for constrained values exhibit
a discontinuity at the border of the constraints.

Nonlinear IP methods formulate the constraints within the cost function by a
smooth approximation. More precisely, a barrier function is used that also goes
towards infinity where the constraints are active but smoothly approximates
the transition from the feasible domain. The choice of smoothness alters the
original NLP since it assigns wrong costs in the feasible domain. Thus, lowering
the smoothness is desired as long as the numerical algorithm is able to solve
the problem. In most algorithms, a homotopy is used in consecutive iterations,
where the smoothness is varied from initially smooth costs to increasingly
nonsmooth costs that approximate the original NLP better.

Regarding the inequality constrained NLP (2.7), the IP method first reformulates
the constraints by additional slack variables σ> = [σ1, . . . , σnh ] ∈ Rnh into the
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equivalent formulation

min
z∈Rnz ,σ∈Rnh

fnlp(z) s.t. hnlp,i(z) + σi = 0, σi ≥ 0 i = 1, . . . , nh. (2.10)

Next, the inequalities for the slack variables are replaced by the logarithmic
barrier function within the cost function. By utilizing a smoothness
parameter τ > 0, the equality constrained IP problem is

min
z∈Rnz ,σ∈Rnh

fnlp(z)− τ
nh∑
i=1

log(σi) s.t. hnlp,i(z) + σi = 0, i = 1, . . . , nh.

(2.11)

The parameter τ defines the smoothness, where the smoothness is increased by
larger values of τ . Therefore, a homotopy varies the smoothness starting from
large values and iteratively decreases τ towards zero. The equality-constrained
IP problem can be solved by formulating the KKT conditions and solving
the related root-finding problem. Notably, the root-finding problem does not
contain the more sophisticated complementarity conditions for the inequalities
anymore and, thus, can be solved more efficiently [217].

Both the SQP and IP algorithms start from an initial guess of the solution,
which determines to which local minimum the algorithm converges if several
minima exist. For nonconvex problems, even finding a feasible initial guess or
initial guesses that result in acceptable local minima may be challenging.

One mitigation strategy is to reformulate nonconvex problems into MIQPs, as
proposed in our contributions [225, 227, 229] and Chapter 6 in this thesis. With
this method, the integer variables model the combinatorial problem part related
to the nonconvexity and allow the solver to determine globally optimal solutions.
The concept of mixed-integer programming is introduced in the next section.

2.1.3 Mixed-Integer Programming

In the following, basic concepts and algorithms for the class of MINLPs are
introduced along the lines of [29] and [156]. For the remainder of this section,
equality constraints of MINLP (2.5) are formulated as part of the inequality
constraints, by

min
z∈Rnz ,y∈Zny

fmi(z, y) s.t.
{

[z>, y>] ∈W,

hmi,i(z, y) ≤ 0, i = 1, . . . , nh.
(2.12)
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Moreover, it is assumed that fmi(z, y) and all hmi,i(z, y) for i = 1, . . . , nh are
twice differentiable, but not necessarily convex. The feasible set is

Ω :=
{

(z, y) ∈ Rnz × Rny
∣∣[z>, y>] ∈W,

hmi,i(z, y) ≤ 0, i = 1, . . . , nh,

y ∈ Zny
}
,

and its canonical relaxation is

Ωrel :=
{

(z, y) ∈ Rnz × Rny
∣∣[z>, y>] ∈W,

hmi,i(z, y) ≤ 0, i = 1, . . . , nh
}
.

A convex MINLP is an MINLP of the form (2.12) where the NLP resulting
from the canonical relaxation of the feasible set to Ωrel is convex, which is the
case if the functions fmi(z, y) and hmi,i(z, y) for i = 1, . . . , nh are all convex.
For the remainder of this section, Problem (2.12) is assumed to be a convex
MINLP. It can be stated more concisely as

min
(z,y)∈Ω

fmi(z, y). (2.13)

General Concepts

To give a general high-level overview of how integer problems are solved, the
basic concepts of branching, relaxations, cutting planes, bounding, heuristics
and parallelism are explained in the following.

Branching. Let the feasible set Ω be decomposed into subsets Ω1, . . . ,ΩP .
The optimization problem (2.13) can equally be solved by

min
(z,y)∈Ω

fmi(z, y) = min
i∈[1,...,P ]

min
(z,y)∈Ωi

fmi(z, y), (2.14)

where the objective is minimized over each individual partition, and thereafter,
the minimum is taken over all individual optimizers. Branching summarizes
different methods that decompose the feasible set, mainly related to the integer
variable assignments, and solve the individual subproblems. A naive way of
solving MINLPs would be to enumerate all integer assignments, exhaustively
solve all subproblems with fixed integer variables by NLP solvers, and, finally,
take the lowest value of all enumerated subproblems. This scales poorly for an
increasing number of integer variables. Even in the case of binary variables, i.e.,
integer variables in {0, 1}, the number of enumerations nenum is exponential in
the number of binary variables with nenum = 2ny .
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Therefore, strategies exist to exclude as many integer assignments as possible
beforehand for a particular problem instance. These strategies are known as
presolve techniques. For example, consider the problem constraints

y1 ≤ 1, y2 ≤ 1, y1 + y2 ≥ 2,

with y1 ∈ {0, 1} and y2 ∈ {0, 1}. Clearly, only the assignment of y1 = 1 and
y2 = 1 is feasible. If a solver is able to detect these logical assignment constraints
beforehand, the number of possible binary variable assignments can be reduced
vastly, leading to faster computations.

Relaxations. Relaxations of the MINLP (2.13) are problems that expand the
feasible set to the superset Ω̂, with Ω ⊆ Ω̂ and value functions f̂(z, y) that are
upper bounded by the original value function, with f̂(z, y) ≤ f(z, y) for all
(z, y) ∈ Ω. The relaxed NLP is written as

min
(z,y)∈Ω̂

f̂mi(z, y). (2.15)

Examples of possible relaxations include the relaxation of integer variables
to continuous variables, outer approximations of the feasible set by, e.g.,
linearizations, dropping some constraints, utilizing duality, the Lagrangian
relaxation, and an under-estimation of the objective function, e.g., by
linearization. The optimal values of relaxed problems are always lower bounds
of the original optimization problem.

Cutting Planes. Consider a solution (ẑ, ŷ) that is feasible for the relaxed
problem but infeasible for the original problem. The idea of cutting planes is
to exclude this solution from the relaxation Ω̂ by adding constraints without
excluding feasible solutions of the original problem. This procedure is also
referred to as relaxation refinement [29]. Tightening the relaxation Ω̂ can only
improve the lower bound, i.e., the lower bound in a consecutive iteration will
be equal to or larger than the previous bound.

Bounding. Many algorithms that solve convex MINLPs utilize lower and upper
bounds of the objective function to quickly prune integer variable assignments
and make arguments about the quality of the intermediate updated solution.
For example, suppose the solver finds a feasible assignment of integer variables
and a solution of the remaining convex program, i.e., “it cannot get worse”. In
that case, the objective value of this particular solution yields an upper bound
on the optimal cost. Given such an upper bound, any relaxed solution with
a higher optimal objective value can be excluded from further refinements as
part of an algorithm. A lower bound can be found, for instance, by solving the
relaxed problem (2.15). The lower bound can be used to estimate how close
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the objective of the currently best feasible solution is to the global optimum of
the original problem.

Heuristics. Heuristics play an essential role in solving mixed-integer problems.
They aim to find feasible assignments of binary variables quickly. This is
beneficial for several reasons. First, upper bounds are helpful to solve the
problem, as detailed in the following subsection. Second, if the solver’s time is
limited, it is often helpful to return a feasible solution, which may not necessarily
be the optimal solution.

Parallelism. An essential property of many mixed-integer algorithms is their
ability to parallelize large parts of the algorithm. For example, the naive
enumeration can be parallelized. If fully parallelized, the overall solution
time would only be bounded by the slowest computation time of individual
subproblems.

Algorithms for solving mixed-integer programs include some form of tree search
on the integer variables. The (nonlinear) branch and bound algorithm was
among the first algorithms that were used for various classes of MIPs. The
basics are described in the following in order to provide the reader with some
intuitive understanding.

Branch and Bound.

The branch and bound algorithm [71] starts by solving the canonically relaxed
problem

min
(z,y)∈Ωrel

fmi(z, y). (2.16)

Two possible outcomes of this problem would directly terminate the algorithm.
First, if the solution of the relaxed problem lies in the set Ω, i.e., the relaxed
integer variables y obtain integer values, the optimizers of (2.16) are also
optimizers of the original problem. Second, if the relaxed problem is infeasible,
the original MINLP is infeasible since, trivially, adding constraints to an
infeasible problem could not make it feasible.

If none of the above scenarios apply, a graph tree is constructed with nodes
that correspond to subproblems P(y, y), defined as

min
(z,y)∈Ωrel

fmi(z, y), s.t. y ≤ y ≤ y, (2.17)

where y ∈ Rny and y ∈ Rny are bounds on the relaxed integer variables. The
root problem does not have additional bounds; thus, it is denoted as P(−∞,∞).
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Branching corresponds now to creating two new subproblems P(ya, ya)
and P(yb, yb) from a root NLP P(y, y). Therefore, for any of the integer
variables, denoted by yi, whose solution ŷi in the relaxed problem is not integer,
bounds are added in both of the new subproblems. Particularly, first, the
bounds are initialized to be equal to the root node, with (ya, ya) := (y, y) and
(yb, yb) := (y, y). Thereafter, bounds for the i-th branching variable are set to
the lowest larger integer as a lower bound for one problem, e.g., P(ya, ya), and
to the largest lower bound as an upper bound for the other problem P(yb, yb),
i.e., ya,i := dŷie and yb,i := bŷic.

Every problem P(y, y) that is solved, and where the solution is integer, is a feasi-
ble solution to the original problem and the value of the subproblem val

(
P(y, y)

)
is an upper bound U on the optimal value of the original problem. The lowest
upper bound, in addition to the particular optimal variables, is stored as the
algorithm iterates. As soon as any feasible solution is found, the algorithm can
return a feasible suboptimal solution.

Two basic pruning rules are a core part of the branch and bound algorithm.
(i) If a problem P(y, y) is infeasible, any problem in the subtree is infeasible.
Therefore, the whole tree can be pruned. (ii) If the value of a problem is larger
than the currently lowest upper bound, i.e., val

(
P(y, y)

)
≥ U , all subtrees and

the node can be pruned.

A vital component of the algorithm is the decision on which exact variable
the algorithm branches to new subproblems. This choice vastly influences
the performance of the algorithm. Usually, the first goal is to quickly find a
feasible solution to the original problem since it generates an upper bound to
allow related pruning. Furthermore, a feasible solution could be returned if
the algorithm was terminated early. The second goal is to decrease the upper
bound as much as possible. Many varieties exist for both stages, and details
can be found in [29].

Modeling Paradigms

Integer variables can be typically used for three different purposes: (i) discrete
quantities, (ii) discrete decision variables that may be related by logical formula,
and (iii) indicator variables that get activated if other continuous variables are
within a certain value range [304].

Based on the basic principles of the mixed-integer algorithms provided above, a
couple of design rules are provided when formulating a mixed integer problem,
along the lines of [16, 304].

In this thesis, binary variables, i.e., integer variables that are in {0, 1}, are
extensively used as indicator variables to formulate logical constraints. Some
key concepts are presented below. A binary variable β ∈ {0, 1} can be used to
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activate a constraint on a non-negative variable x ∈ R≥0, with bounds x ≤ x ≤ x,
which is expressed by the implication

[β = 1] =⇒ [x ≥ m] ,

where m ∈ R is a constant, with the constraint

x−mβ ≥ 0.

and the notation [f(x) < 0] denoting the proposition of a formula f(x) < 0
which can either be “true” or “false”. The other direction of the implication

[x > m] =⇒ [β = 1] ,

can be formulated by
x−Mβ ≤ m,

where M +m is an upper bound for x, with x ≤ m+M . Suppose variables β1
and β2 are binary variables that are used as indicator variables or logical
decisions. Logical formulas can now be formulated in terms of constraints on
the binary variables. For example, a logical “or” between propositions related
to β1 and β2, i.e., [β1 = 1] ∨ [β2 = 1], is formulated utilizing constraints by

β1 + β2 ≥ 1.

A logical “and”, i.e., [β1 = 1] ∧ [β2 = 1], is formulated by

β1 = 1, β2 = 1.

By using similar equations for disjunctions or negations, logical dependencies
can be formulated as part of MIPs. For instance, some nonconvex compact sets
of continuous variables can be decomposed into convex sets that imply and are
implied by binary variables if and only if the continuous variables are within
decomposed convex sets. A disjunctive constraint between the binary variables
can be formulated that requires the continuous variable to be within one set.
Using this expression to reformulate an NLP with a convex objective function
but a nonconvex feasible set into a convex MINLP, this convex MINLP can be
solved to global optimality despite the nonconvex feasible set for continuous
variables. This formulation was used in our work [225, 227] and [229].

Constraints. When formulating NLPs, an usual heuristic is to reduce the
number of constraints since they are a major challenge for the solver.
Nevertheless, when formulating MINLPs, adding constraints may often help
the solver in the presolve phase and during algorithm iterations to prune larger
parts of the search tree.
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Number of integer variables. Since, in the worst case, for every node in the
branch and bound tree, an NLP needs to be solved, another appealing modeling
paradigm when formulating MINLPs may be to reduce the number of integer
variables. This is true for most problems. However, a major computational
speedup can be achieved if large parts of the branch and bound tree are pruned.
Additional integer variables may enable more efficient pruning in some cases. For
example, consider properties A,B,C, and D and four disjunctive logic choices
that lead to the property combinations AC,BC,AD, and BD. A disjunction
among the four logic choices can be modeled by four binary variables β1, . . . , β4
and

β1 ⇐⇒ AC, β2 ⇐⇒ BC, β3 ⇐⇒ AD, β4 ⇐⇒ BD,

β1 + β2 + β3 + β4 = 1.

It would not be possible to distinguish between property A and B using the
branch and bound algorithm for this formulation. However, it may be useful to
branch between property A and B as it could have large implications on the
overall cost. Therefore, an additional variable β and the constraints

β1 + β3 − β = 0, β2 + β4 + β = 1,

would allow branching on the variable β. The additional branching would allow
pruning related to properties A and B. Remarkably, numerous counter-examples
exist where reducing the integer variables speeds up the computation [304].
This could be due to symmetries in the model or unnecessarily complicated
formulations. For instance, an optimization problem over a convex set could be
reformulated by splitting the set into convex partitions and adding disjunctive
logic constraints among the partitions with integer variables. Clearly, these
reformulations would introduce unnecessary constraints and integer variables.

Further strategies for formulating MIPs, such as different disjunctive formula-
tions, tightening of constraints, or exploiting symmetries, can be found in [304].

2.2 Optimal Control Problem

Optimal control is a branch of applied mathematics that deals with finding
a control law for a dynamical system. The aim is to minimize a certain cost
and respect constraints related to the system state and the control inputs. The
dynamical system model can be stated stochastically or deterministically within
the OCP. Note that the concept of Markov decision processes (MDPs) is equal
to stochastic discrete-time OCPs and used usually in the field of RL, described
in Sect. 2.3.6.

In this thesis, discrete-time OCPs are solved which are approximations of
continuous-time OCPs such as the motion planning problem (1.1). Some basic
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concepts of how to derive discrete-time OCPs from continuous-time OCPs are
provided. For a detailed overview of stochastic continuous-time OCPs the reader
is referred to [204] and for stochastic discrete-time OCPs, see [35, 37]. The time
discretization is illuminated briefly in the following.

A discretization of time is often relevant for real-world systems, where the
electronic actuator and sensor systems operate in real-time embedded systems
at sampling frequencies. During a sampling period t∆, the computations of
evaluating sensor inputs and performing operations to provide the subsequent
actuator output are performed. The most straightforward control during
the embedded system computations is the zero-order-hold setting, where the
control u(t) is kept constant with u(t) = uk between two sampling times kt∆
and (k + 1)t∆. The index k ∈ N is used to enumerate the sampling intervals.
During a sampling interval, the environment state follows the system dynamics.
The state is usually not directly accessible. Instead, the state is measured at
the discrete times kt∆. In simulations, numerical integrators are used to obtain
the next discrete state at (k + 1)t∆ [211]. The discrete-time system inputs,
which are the controller outputs, are denoted by the vector uk ∈ U ⊆ Rm. The
discrete-time system states are xk ∈ X ⊆ Rnx . The state and control spaces
are described by the sets X and U , respectively.

The fact that real-world electronic systems operate in discrete time and the
more tractable direct formulation often leads to the description of the model in
a discrete-time version for the stochastic case as

xk+1 = F (xk, uk, wk), with wk ∼ PW(·|xk, uk) (2.18)

with F : X × U × W → Rnx , the sampling space W ⊆ Rnp , and
where PW(·|xk, uk) is a probability distribution that may depend on the states
and controls, but not directly on the previous disturbances wk−1. Note that
the term stochastic optimal control often emphasizes stochasticity, whereas
deterministic optimal control does not involve random variables. In the following,
only Markov systems are considered where the state xk is assumed to be
measured and fully describes the system at a particular time kt∆.

The goal is to find a deterministic policy π : X → U , π ∈ Π, with Π the space of
admissible functions. The policy determines the control u = π(x) and optimizes
a performance criterion concerning a running cost l : X ×U → R∪ [−∞,∞] with
the extended real numbers to allow for infinite costs. A typical performance
criterion may be a discounted cost

Jπγ (x) := Ewk∼PW
[ ∞∑
k=0

γkl
(
xk, π

(
xk
)) ∣∣∣∣

x0 = x, xk+1 = F
(
xk, π(xk), wk

)]
,

(2.19)
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with the discount factor γ ∈ (0, 1) that exponentially discounts costs appearing
at an increasing time horizon. Another typical performance criterion is the
average cost

Jπ(x) := lim sup
T→∞

1
T

Ewk∼PW
[ T∑
k=0

l
(
xk, π

(
xk
)) ∣∣∣∣

x0 = x, xk+1 = F
(
xk, π

(
xk
)
, wk

)] (2.20)

that conceptually is similar to the discount factor γ = 1. The function Jπγ (x)
defines the accumulated cost for a policy π when starting at state x, i.e., it
defines the cost-related value of a state x under a given policy. Therefore, it
is also referred to as a value function. Remarkably, the value function results
from the system dynamics F (·), the defined running costs l(·), and the chosen
policy π(·). It may be emphasized that the system dynamics, the running cost,
and the discount factor are defined by the application. The engineering goal
is to find a policy that lowers the value function at every point of the state
space x ∈ X . A policy that optimizes the value function to the lowest possible
values for all x ∈ X is the optimal policy and is defined by

J?γ (x) = Jπ
?

γ (x) ≤ Jπγ (x), ∀x ∈ X , ∀π ∈ Π. (2.21)

2.3 Optimal Control Algorithms

The ultimate goal of optimal control algorithms is to find a policy that
minimizes the performance criterion when applied to the real-world environment.
Unfortunately, finding the optimal policy π?(x) as defined in (2.21) is, in general,
extremely difficult or intractable.

One strategy is to simplify and approximate the environment. For the
approximated environment, the optimal policies are applied to the inherently
unknown stochastic and nonlinear real-world environment, hoping to achieve
an acceptable, usually sub-optimal, performance. A discussion on environment
models is given in the next Sect. 2.3.1, followed by a discussion of, what is called
“implicit” and “explicit” approaches in Sect. 2.3.2. Model-based approaches
relevant to this thesis are further illustrated in Sect. 2.3.3, utilizing derivative-
based optimization, and Sect. 2.3.4, relying on sampling-based optimization.

Two further algorithm classes are elaborated. First, imitation learning (IL)
is described in Sect. 2.3.5. In fact, the IL problem setting is different since
a further component of the problem setting is assumed, which is an expert
policy π̃∗(x). The expert could be a human demonstrator or a sophisticated
control algorithm that is burdened by its computational complexity and is aimed
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to be replaced by a more efficient policy. Second, reinforcement learning (RL)
is described in Sect. 2.3.6 as an algorithm that starts with policy π(x; θ) that is
parameterized by some random vector θ ∈ Rnθ . By interacting online with the
environment and evaluating the obtained costs along the state transitions, the
parameters are updated to achieve a lower expected value function.

2.3.1 Environment Models

The mathematically modeled environment allows for a theoretical analysis of
essential properties related to the performance criteria, such as stability and
safety. Nevertheless, as stressed before, the analysis never applies to the real-
world system, as this can not be modeled precisely. However, the hope is that
the real-world environment behaves similarly enough in that the policy behavior
in the real world is similar to the simplified environment. As an example for an
approximation, consider the environment to be modeled linearly, i.e.,

xk+1 = Axk +Buk + wk

with A ∈ Rnx×nx , B ∈ Rnx×nu and where wk ∼ N (0,Σ) follows a multivariate
normal distribution N (0,Σ) with zero mean and covariance Σ ∈ Rnx×nx .
Moreover, let the running cost be quadratic with the positive semi-definite
matrices Q ∈ Rnx×nx and R ∈ Rnu×nu and

l(xk, uk) = x>k Qxk + u>k Ruk.

For this case, it can be shown that the optimal policy is linear, i.e.,
π(xk) = −Kxk, cf. [217]. The feedback gain matrix K can be computed by

K = (R+B>PB)−1(B>PA),

where P is derived by solving the algebraic Riccati equation

P = Q+A>PA−A>PB(R+B>PB)−1B>PA

Such an analysis of simplified environments allows one to argue about properties
for real-world systems that usually approximately fulfill the assumptions.

It ought to be stressed that there are various ways how models can be used in
order to ultimately find a policy π for the real-world system, cf., Fig. (2.1). First,
a simulation model of the real world can be used for faster and safer interactions.
Simulation models also provide insights into hidden states. Secondly, an analysis
model can be used to reason about the theoretical properties of a closed-loop
system where a controller is assumed to interact with this particular model.
Thirdly, a controller model can be used as part of an algorithm that is executed
repeatedly online to find the policy output whenever a new state is encountered.
For example, controller models are used to plan future trajectories, such as in
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Real-World
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Policy/Controller

Simulation Model
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Figure 2.1: Different models are used as approximations of the real-world
environment. Simulation models should accurately reproduce relevant real-world
behavior. Analysis models are used to understand the theoretical properties
of the environment. Often, their complexity is limited due to mathematical
challenges in nonlinear and stochastic system analysis. A controller or policy
model is used to compute the current control online in a specific time step.

model predictive control (MPC) or other model-based control techniques, such
as internal model control [234].

A simulation model is always a simplification of the real-world environment
and is based on approximating assumptions. Simplifications in the simulation
environment always imply the same simplifications to the policy requirements
if the policy performance is evaluated only in simulation. However, within the
policy, an even simpler model is usually used to compute actions that achieve a
good performance. The controller model trades off the accuracy of modeling
the real-world environment with the requirements of the control algorithm. For
example, derivative-based MPC requires smooth functions. Similarly, internal
model control [234] requires linear models.

An analysis model may be used to theoretically derive specific properties for a
control system where the model used in the control algorithm differs from the
analysis model. For instance, the effect of using a deterministic approximation of
a stochastic model in the controller may be analyzed with a stochastic analysis
model. The analysis model usually trades off the complexity of mathematical
objects with the actual accuracy of modeling the environment, which makes it
also different from the simulation model. The primary purpose of the simulation
model is to approximate the environment as accurately as possible.

In the following, general simplifications that are used within this thesis are
illuminated. Particular details for simplifications within the policy categories
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are given in the corresponding sections.

Deterministic models. For the analysis of many problems, it is sufficient to
narrow down the environment model to deterministic models

ẋ(t) = f(x(t), u(t)).

Deterministic models often improve the reproducibility [270] and make the
optimal control problem (OCP) easier to solve.

Linear models. As indicated in the linear quadratic example above, linear
models

ẋ(t) = Ax(t) +Bu(t) + w(t)

are appealing since they simplify solving the OCP, i.e., finding an optimal policy
for the linear system.

Approximate costs. The cost l(x, u) can be arbitrary, in general. However,
approximations of the cost may be favorable for control algorithms that use an
approximation of the OCP as part of the policy algorithm. Essential desired
properties are smoothness, convexity, convex quadratic shape, linear shape, or
a value of zero at a targeted steady state.

Discrete time. The time-discretization of the inherently infinite-dimensional
controls u(t) in time to finitely many controls uk makes the problem much
more tractable. Related deterministic optimal control methods are called direct
approaches [123].

Discrete states and controls. Besides a discretization of time, the state and
control space may also be discretized. Consequently, the system model is then
described by a graph, where the vertices are discrete states and the finite directed
edges are transitions related to discrete controls. The discretization of the state
and control space exhibits several advantages but also significant limitations. An
advantage is the applicability of discrete planning algorithms such as Dijkstra’s
graph search [159] or dynamic programming variants [38]. These algorithms
typically are guaranteed to find the global optimum in the discretized search
space. However, in the continuous space, they may be suboptimal. Additionally,
graph search algorithms scale poorly with the dimension of the state space,
which is known as Bellman’s “curse of dimensionality” [28].
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2.3.2 Implicit and Explicit Policies

In the following, two categories of algorithms are described to obtain acceptable
closed-loop behavior. First, the category of implicit policies is introduced, which
contains an approximate form of a problem formulation within the policy which
is solved implicitly. Secondly, the explicit policy class is described. Here, explicit
algorithms refer to policies that are described through explicit parameterized
functions. The parameters are typically learned through an interaction with
the real-world environment. Above all, explicit functions, such as a linear
control law π(x) = −Kx with K ∈ Rnu×nx , are standard and widespread in
control systems engineering, but the parameters are typically not “learned” while
interacting with the system. In this thesis, explicit policies are parameterized
functions, such as neural networks (NNs), that are learned by interactions with
the real-world environment or a simulator.

Implicit Policies

The primary control approach of this thesis is MPC [217], which defines the
policy π(x) implicitly by approximating the “real-world” OCP by a numerically
tractable formulation. The optimal policy is not computed offline in advance for
the whole state space X , but instead a computationally tractable approximation
of the OCP is solved online only for the current state. Several significant
simplifications are used.

First, the optimization problem is formulated in discrete time with states xk
and controls uk. Secondly, the stochastic optimization problem is approximated
deterministically by replacing the random noise variable w by the mean value
of the noise w̄. Next, the optimization problem (2.21) is solved not over policy
functions π(·) but over particular open-loop controls ui, for i = k, k + 1, . . .
that are computed for the current state xk at time kt∆ solely. Since the
real-world system is always continuous in time, the running cost l(xk, uk)
should approximate the states and controls between two sampling times kt∆
and (k + 1)t∆. The continuous-time running cost l̃

(
x(t), u(t)

)
is usually the

actual cost desired to be evaluated when designing a system. If the continuous-
time running cost is given by the problem definition, the time discretization
demands a reformulation to the discrete-time running cost.

The dynamics F (·) are reformulated by a suitable numerical approximation

xk+1 = Fmpc(xk, uk).

In fact, the numerical approximation should approximate the underlying
continuous-time dynamics, which are expressed in the continuous deterministic
case as an ordinary differential equation (ODE)

ẋ = f
(
x(t), u(t)

)
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with starting conditions x(t = 0) = x̂ and f : X × U → Rnx . For example,
the simple explicit Euler formulation can be used to discretize the continuous
system by

Fmpc
euler(xk, uk) = xk + t∆f(xk, uk).

In this case, also the approximated cost can be written as

lmpc
euler(x, u) := t∆ l̃(x, u).

In the final approximation, the infinite horizon of the OCP is truncated to
only N discrete time steps. The remaining part of the costs after N time steps is
replaced by an approximation Jmpc(x) of the value function J?(x). To achieve
optimality, this cost would be required to be identical to the actual optimal
value function. However, since the first part of the OCP is solved implicitly for
the current state x, the approximation error at the end of the horizon Nt∆ is
less relevant for the closed-loop behavior, cf., [35]. The final MPC optimization
problem that approximates the OCP with discounted costs (2.19) at a state x is

(u?0, . . . , u?N−1) ∈ arg min
u0,...,uN−1

N−1∑
k=0

γklmpc(xk, uk)+γNJmpc(xN ),

with x0 = x, xk+1 = Fmpc(xk, uk),

(2.22)

with the control decision variables u0, . . . , uN−1. After solving the optimization
problem (2.22) at state x, the first derived optimal control u?0 is applied to
the environment as the policy output. After the sampling time t∆, the MPC
optimization problem (2.22) is solved again for the next measured system state.

MPC algorithms do not require offline pre-computations other than identifying
an optimization-friendly model. Some information may be passed from one
iteration to the next to speed up the computations, cf., Sect 2.3.3. Notably,
this procedure is an iterative, local, and implicit control policy.

The overall controller performance is significantly linked to the optimizer’s
performance. Therefore, dedicated optimization solvers have been developed
for MPC problems, e.g., the open-source solver acados [291] or the commercial
solver FORCESPro [83].

Explicit Policies

In the context of this thesis, explicit policies πθ(x) are referred to as expressive
parameterized functions with the parameter θ ∈ Rnθ , where the number
of parameters nθ is usually very high, and the function may be defined
through some neural network (NN) architecture. For example, the authors
in [306] used more than 107 parameters for their policy. Remarkably, the
function space is limited through the particular parameterization, which may
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prohibit the policy πθ(x) from being parameterized such that it is equal to the
optimal policy π?(x). However, the hope is that the parameterization is rich
enough to get a reasonable closed-loop performance and a close approximation
of π?(x) [274].

The determination of the parameters θ is challenging and may follow various
algorithms. Here, two approaches are considered. The imitation learning (IL)
approach collects data from an expert policy, and while or after collecting data,
the parameters are adjusted to approximate the expert behavior. The basics of IL
are illuminated in Sect. 2.3.5. Within the reinforcement learning (RL) approach,
the policy πθ(x) interacts with the environment to determine which action leads
to low costs in each state. By principles of dynamic programming (DP) and
Monte Carlo sampling, the parameters θ are modified to acquire a policy that
yields a value function for all states x [37, 38, 274]. A model is usually identified
first before the implicit MPC policy is applied. Within vanilla RL algorithms,
the parameters θ of an explicit policy πθ(x) are continuously updated. The
offline learning phase of RL algorithms is the main bottleneck to obtaining a
policy that achieves good closed-loop performance. RL has become a significant
research field within artificial intelligence, and some core concepts are eluded in
Sect. 2.3.6.

The distinction between explicit and implicit policies and their associations
to RL is rather conceptual and blurry. For example, within RL, an implicit
parameterized optimization layer may be used that resembles an MPC, see,
e.g., [110]. Similarly, an MPC layer may be used as a post-processing module to
a learned policy in order to guarantee safety, such as the so-called “safety filter”
in [280] or used as a fixed part of the environment to transform an auxiliary
input to the environment to an actual input with particular guarantees. For
example, the auxiliary input could be a desired position or trajectory, which is
then used as a reference within MPC, cf. [48, 224].

2.3.3 Derivative-Based Online Optimization

Various algorithms exist to solve the implicit MPC optimization problem locally
as defined in (2.22). In the following, the focus is set on derivative-based
optimization algorithms, which utilize differentiable models and algorithmic
differentiation to iteratively update the decision variables in order to lower the
objective of the MPC problem (2.22). The algorithm’s performance is limited
by finite computational resources and measured by, for instance, the mean and
worst-case computation time and the suboptimality of the solution. As pointed
out, the main objective is minimizing the closed-loop performance criterion.
Therefore, the algorithm’s performance in solving the numerical optimization
problem affects the expected closed-loop performance considerably. Highly
suboptimal solutions may perform poorly in the real-world environment. Large
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computation times imply large sampling intervals, which again imply poor
disturbance rejection.

It is pivotal that defining the structure of the optimization problem (2.22)
has two contrary effects. First, by assuming a perfect oracle optimization
solver that outputs the global optimum of (2.22) in zero time, the driving
motivation would be to find the most sophisticated model for the real-world
environment in order to achieve the best possible closed-loop performance.
However, the expected performance of optimization solvers is highly dependent
on the optimization problem structure (2.22), where simpler models allow, in
general, the applicability of solvers with better performance and even guarantees.

Depending on the problem simplifications and approximations, problem (2.22)
falls into one of the above problem classes. Notably, equivalent formulations
in different problem classes usually exist for the same problem. For instance,
MIQPs as formulated in (2.5) can be formulated as nonconvex NLPs with
disconnected feasible sets by

min
z∈Rnz ,ȳ∈Rny

fmi(z, ȳ) s.t.


gmi,i(z, ȳ) = 0, i = 1, . . . , ng,
hmi,i(z, ȳ) ≥ 0, i = 1, . . . , nh,
sin(πȳi) = 0, i = 1, . . . , ny,

(2.23)

but this formulation would not be useful. It is often an engineer’s task to
find problem formulations that are aligned with specific optimization problem
classes. After finding an appropriate formulation, a particular set of optimization
algorithms can be applied. For each category, the different optimization solvers
have particular properties that vary among the solvers within one optimization
class. Such properties are the average and worst-case online computation time
or the ability to return global minima, local minima, or stationary points.
Another essential property is the anytime property. It defines whether an
algorithm can return a sub-optimal decision variables at any time while solving
the problem [330].

From an engineering perspective, all that matters is the finally achieved
closed-loop performance, which is indirectly affected by the optimization
problem properties and hard to determine a priori. For example, it is hard
to determine if a sophisticated solver based on a detailed real-world model
that requires a long computation time performs better than a high-sampling-
frequency linear controller. Moreover, a sophisticated solver may have an
unbounded computation time and, thus, may rely on a safety backup controller.
However, a linear control, in contrast, may not approximate the problem
complexity of the environment acceptably well. It is sometimes argued that
only convex optimization problem structures allow the applicability of solvers
that can guarantee a bounded computation time and reliably converge to global
minimizers of the convex problem approximation [46]. Nevertheless, it can be
argued that strongly nonconvex problems can not be approximated by convex
problems well enough to achieve a reasonable closed-loop performance.
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Given an approximation of the OCP as in the MPC problem (2.22), further
reformulations are often made to make the problem easier to solve for continuous
optimization algorithms. Several fundamental reformulations are listed below.

Constraints. First, parts S∞ ⊂ X×U of the state-space X and control-space U
may have conceptually infinite costs with lmpc(x∞, u∞)→∞ for (x∞, u∞) ∈
S∞ related to safety critical or infeasibility constraints. While it is impossible
to guarantee safety in a real-world environment, it may at least be guaranteed
for a simplified simulation model that approximates the real-world system well
enough. In continuous optimization algorithms, costs lmpc(x, u) with potentially
infinite values are usually separated into a cost function l̃mpc : X × U → R with
finite values and constraints h(x, u) ≤ 0, where the sublevel set of h(x, u) at
zero defines the feasible set X ×U \S∞ and the cost lmpc(x, u) has finite values.
Therefore, it holds that h(x, u) > 0 ⇔ (x, y) ∈ S∞. Similarly, there may exit
states x∞ ∈ Xt ⊂ X with infinite costs Jmpc(x∞)→∞ of the terminal value
function Jmpc(x). The infinite costs in the terminal value function may result
from infinite values in the cost that can not be avoided in the future trajectory.
For example, consider a car that drives too fast into a curve. At some point, a
crash is inevitable despite the collision, i.e., the infinite cost, being several time
steps ahead. Therefore, also the terminal value function is separated into a finite
valued terminal value function J̃mpc : X → R and terminal constraints ht(x) ≤ 0
that imply x ∈ X \ Xt.

Single and Multiple Shooting. It is possible to use an optimization solver
for the problem as defined in (2.22). This formulation is called direct single
shooting, where direct refers to the transcription of the infinite-dimensional
OCP to a finite one by discretizing the controls u(t) and states x(t) and single
shooting refers to the forward simulation of the system along the whole horizon.
In this setting, a state xk depends on a simulation of the dynamics influenced
by all controls ui, where 0 ≤ i < k. This single shooting formulation only
exhibits (N − 1)nu decision variables. However, the resulting optimization
problems may be highly nonlinear, and often may be challenging to solve.
Better numerical properties can be achieved by reformulating the problem (2.22)
into the so-called direct multiple shooting formulation [45]. In this formulation,
nxN additional decision variables sk ∈ X for k = 0, . . . , N are introduced as
variable states that are allowed to violate the model dynamics during solver
iterations. Intuitively, the solver acquires more flexibility to provide the optimal
solution, and the hope is to improve the numerical properties by increasing the
previously low number of decision variables. In fact, the additionally introduced
decision variables appear in a favorable structure that optimization problem
solvers can exploit. The MPC optimization problem (2.22) is reformulated in
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the direct multiple shooting formulation as

min
u0,...,uN−1
s0,...,sN

N−1∑
k=0

γklmpc(sk, uk)+γNJmpc(sN ),

s.t. s0 = x, sk+1 = Fmpc(sk, uk), k = 0, . . . , N − 1.

(2.24)

Numerical Integration. So far, the dynamics function was introduced as
an explicit computation of a consecutive state xk+1 by the function xk+1 =
Fmpc(xk, uk). More precisely, in this thesis, linear single-step explicit and
implicit Runge-Kutta methods are used as defined in [211]. The underlying aim
is to numerically solve the initial value problem (IVP) posed by the original
ODE to get xk+1 when starting from xk and using constant controls u(t) = uk
for t ∈ [kt∆, (k + 1)t∆). Single-step methods only utilize the single current
state xk to compute the next state xk+1, as opposed to multi-step methods
that utilize M previous steps xk−M+1, . . . , xk to compute the next state. In
addition to explicit integration schemes, implicit schemes are used for stiff
systems. Stiff systems exhibit both fast and slow dynamics. Runge-Kutta
integration schemes can be used to vary the integration order for implicit and
explicit schemes. Accounting also for implicit integration schemes, the dynamics
can be denoted by the implicit equation 0 = Ψ(xk+1, xk, uk, zk) which involves
algebraic states zk ∈ Rnz as intermediate collocation variables or integration
steps. The implicit equation may be solved as part of the MPC optimization
problem.

After including the numerically favorable concepts of potential implicit
integration functions, constraints, and multiple shooting, the final MPC
optimization problem template used within this thesis is

min
u0,...,uN−1
s0,...,sN
z0,...,zN−1

N−1∑
k=0

γk l̃mpc(sk, uk)+γN J̃mpc(sN ),

s.t. s0 = x, 0 ≥ ht(sN ),

0 = Ψ(sk+1, sk, uk, zk),

0 ≥ h(sk, uk), k = 0, . . . , N − 1.

(2.25)

Different specialized optimization solvers are used depending on the classification
of the MPC optimization problem (2.25) and the solution’s requirements. If
the structure of (2.25) corresponds to a quadratic program (QP), quadratic
optimization solvers are used. A classification of QP solvers is beyond the
scope of this work. It is assumed that convex QPs can be solved efficiently.
If the structure of (2.25) corresponds to an nonlinear program (NLP), the
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sequential quadratic programming (SQP) algorithm iteratively solves a series
of QPs that locally approximate the NLP. In some cases, it may be beneficial
to reformulate certain nonconvexities of NLPs or nonconvex QPs to mixed-
integer nonlinear programmings (MINLPs) or mixed-integer quadratic programs
(MIQPs), respectively, by shifting major nonconvexities to integer variables as
for example in [213] or our related papers [225, 227]. The reformulation allows
mixed-integer optimization solvers to converge to reasonable or even global
optimal solutions.

2.3.4 Sampling-Based Online Optimization

This section introduces a class of algorithms that aims at solving the MPC
optimization problem (2.22) without the computation of derivatives. This thesis
does not apply sampling-based algorithms, yet, for completeness, the basic
idea and algorithmic directions are illuminated. The underlying paradigm is
to sample, evaluate and rank multiple control trajectories U i = (ui0, . . . , uiN−1),
with i = 1, . . . , Nsamp. Thereafter, the first control u?0 of the lowest-cost
trajectory U? is chosen as the policy output. Remarkably, only simulations, cost-
and constraint evaluations of the model F smpc(xk, uk, wk) that may also include
randomly sampled variable wk ∼ PW(·|xk, uk) are required, which enables more
complicated model formulations than in derivative-based algorithms. For
example, discontinuous functions, random variables, or logical statements can
be used as part of the forward simulation. However, sampling-based algorithms
usually suffer from a particularly severe curse of dimensionality.

The straight-forward approach of random shooting [187, 205] independently
samples full trajectories U1, . . . , UNsamp from a distribution Drs to obtain the
lowest-cost trajectory U? by

U? ∈ arg min
U∈{U1,...,UNsamp}

N−1∑
k=0

γklmpc(xk, uk)+γNJmpc(xN ),

with


x0 = x,

xk+1 = Fmpc(xk, uk, wk),
wk ∼ PW(·|xk, uk).

(2.26)

While simple to implement and parallelize, this method is only applied to
systems with a low number of inputs and short horizons.

The cross-entropy method samples trajectories similar to random shooting.
However, the distribution from which the samples are drawn is refined in each
iteration [152] based on the costs computed by the previous iteration. Often,
Gaussian distributions or Gaussian mixture models are used as parameterized
distributions.
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A third sampling-based method is model predictive path integral (MPPI)
control [136, 281, 282, 303] that considers systems that can be written in
the continuous form as the nw dimensional Wiener process

dx =
(
fmppi
x (x) + fmppi

u (x)u
)
dt+ fmppi

w (x)dw,

with fmppi
x : X → Rnx , fmppi

u : X → Rnx × Rnu and fmppi
w : X → Rnx ×

Rnw . The dynamics are nonlinear only in the states and separated into a
nonlinearity related to controls fmppi

u and the noise fmppi
w . Similar to the

cross-entropy method, MPPI updates the probability distribution from which
actions are sampled for the specific model structure above. Despite an involved
derivation of the exact sampling strategy [136, 281, 282], the resulting algorithm
is straightforward to implement which did not promote the development of
dedicated software, such as in derivative-based optimization. MPPI uses a
weighted average to update the mean of this distribution where the weights are
based on the associated costs.

2.3.5 Imitation Learning

The IL problem setting involves an expert policy π̃∗(x), which could be a
human demonstrator or a sophisticated control algorithm that is burdened by
its computational complexity. The objective now is to acquire a policy πθ(x)
that approximates the expert policy.

Behavior Cloning

A simple algorithm is behavior cloning where, first, a data set of i = 1, . . . , Nexp
expert actions ui = π̃∗(xi) are evaluated by the expert policy for random
states xi that are sampled from a distribution xi ∼ S with the a finite support
over the feasible states, i.e., supp(S) = X . The samples are used to train a NN,
which is formulated as the supervised learning problem

min
θ

Nexp∑
i=1

∣∣∣∣∣∣πθ(xi)− ui∣∣∣∣∣∣2
2
.

Although behavior cloning is straightforward to implement, the performance
is often rather low, e.g., see the comparison in [172]. One possible reason is
that the distribution S is often chosen uniformly over the state space. When
the number of states rises, the sampling becomes inefficient, as the probability
of sampling the actual relevant states that are encountered during closed-loop
control becomes exponentially small.
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Let Sπk be the distribution of states at step k when following policy π for k
steps and let

Sπ = 1
N

N∑
k=1
Sπk

be the average distribution if policy π is followed for N steps. One way to
mitigate the problem of inefficient sampling would be to obtain the samples
from a distribution S π̃? that is induced by following the expert policy to obtain
states. However, a small approximation error of πθ would accumulate and shift
the distribution Sπθk away from the training distribution S π̃? [44, 240], also
known as covariate shift [239].

Dataset Aggregation

A straightforward algorithm that mitigates the distribution shift is dataset
aggregation (DAgger) [240]. The DAgger algorithm alternates between sampling
from the distribution S π̃? induced by the expert and a distribution Sπθi induced
by the currently learned imitation policy πθi , where θi are the current parameters
at iteration i. A disadvantage of DAgger is the required online querying of the
expert and policy updates in each iteration, which may be ineffective for large
NNs. Moreover, a new data set needs to be created in each overall iteration.

Inverse Reinforcement Learning

In real-world settings, it may be the case that the expert policy π̃? is suboptimal.
For example, humans may introduce errors due to various reasons. An alternative
strategy is to learn the expert’s objective under a known environment model.
Thereafter, the aim is to imitate the expert by solving an optimization or
RL problem based on the learned objective function. Whether methods from
numerical optimal control or RL are used determines the wording of inverse RL
or inverse optimal control.

A challenge with inverse RL is the ambiguity of the optimal cost function,
i.e., equal behavior can be achieved by multiple cost functions [192]. Another
challenge is the inner loop of solving an RL or numerical optimization problem.
In fact, the structure of inverse reinforcement learning (IRL) often resembles
a bi-level programming structure, where the decision variables in the higher-
level optimization problem are constrained to be the solution of a lower-level
optimization problem. In this thesis, an inverse optimal control algorithm
is proposed in Sect. 7.1 and the related work [226] to estimate trajectories
assuming a known model.

Another inverse RL algorithm that does not utilize a model is generative
adversarial inverse reinforcement learning (GAIL). GAIL borrows ideas from
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generative adversarial networks (GANs) [103], where trained generative NNs aim
to generate data that is similar to a target distribution, i.e., the expert policy
distribution, and a trained discriminator NN tries to separate samples from the
generative non-expert distribution from samples of the expert distribution.

Recent Advances of Imitation Learning

A state-of-the-art method [44] targets the distribution shift by assuming a
certain controlled imitation policy that stabilizes the policy around expert
demonstrations. Therefore, the authors in [44] show how supervised learning
can be used again to outperform other interactive approaches. Furthermore,
multivariate distributions are treated by a generative diffusion model [264, 43].

2.3.6 Reinforcement Learning and Dynamic Programming

RL summarizes a class of methods that aim to iteratively learn a policy π
by interacting with the environment. The usually unknown system model is
formulated by

xk+1 ∼ PX (·|xk, uk),
which is a reformulation of (2.18) but aligned with the common RL
literature [274]. Additionally, in the RL literature a stochastic OCP is referred
to as Markov decision process (MDP), summarizing the problem by the
tuple

(
X ,U , PX , l, γ

)
.

Within RL algorithms, the optimization over the action and state space is
required in multiple algorithms. For MDPs with finite action and state
dimensions, the optimization over variables can be performed by enumerating
the decision variables and evaluating the respective cost to find the lowest value,
such as in tabular Q-learning [274]. For continuous state and action spaces, RL
is more involved. This thesis focuses on continuous infinite action and state
spaces U and X , respectively. The basic concept for continuous action and
state spaces is to use parameterized function approximators such as NNs that
generalize to unseen data.

The following concepts are first introduced superficially without discussing the
problematic continuous state and action space. These concepts directly apply to
discrete state and action spaces. To scale RL to high dimensional or continuous
state and action spaces, function approximations are used. A discussion on
function approximations is added, along with popular algorithms used within
this thesis, i.e., proximal policy optimization (PPO) and soft actor critic (SAC).

Note that for every MDP, a deterministic optimal policy exists under barely
restrictive assumptions [274]. So far, the policy π : X → U was deterministic,
mapping from states x to actions u. However, in many RL algorithms the



OPTIMAL CONTROL ALGORITHMS 49

policy is defined stochastic as a parameterized distribution π : X → P(U),
where P(U) is a set of probability measures on the control space U . The
conditional probability density for the policy in state x is π(u|x). The following
uses deterministic and stochastic policies depending on the context.

As a performance criterion, typically the discounted cost for the discrete-
time case similar to (2.20) is chosen, which defines the value function for the
deterministic policy π as

Jπ(x) := E

[ ∞∑
k=0

γkl
(
xk, π(xk)

) ∣∣∣∣∣x0 = x, xk+1 ∼ PX (·|xk, π(xk))
]
, (2.27)

where the notation E [g(x, u, x+) | x+ ∼ PX (·|x, u)] denotes the expectation of
a function g(x, u, x+) over the conditional distribution of the environment
model PX (·|x, u) for consecutive states x+. Such as most online optimal
control approaches, RL aims to find policies to achieve low values of the value
function Jπ(x) for all states x ∈ X . Usually, the policy is learned by interacting
with the environment and observing costs l(x, u) obtained when applying a
deterministic control u = π(x) or, possibly, sampled control u ∼ π(· | x) at
state x.

A particular form of the value function (2.27) is often used in RL, where the first
control u0 is set to a specific value u and all other controls uk>0 follow a particular
policy π. This function is referred to as action-value function Qπ : X × U → R
and can be written as

Qπ(x, u) :=

E

[ ∞∑
k=0

γkl(xk, uk)
∣∣∣∣∣ x0 = x, u0 = u, uk>0 = π(xk), xk+1 ∼ PX (·|xk, uk)

]
.

(2.28)

Let Π be the function space of all possible policies. Then, the optimal value
function is

J?(x) := Jπ
?

(x) = min
π∈Π

Jπ(x),

which holds for all states x, cf., [35]. The optimal action-value function Q?(x, u)
and the optimal value function are related by

J?(x) = min
u∈U

Q?(x, u),

and
Q?(x, u) = l(x, u) + γ E

[
J?(x+)

∣∣x+ ∼ PX (·|x, u)
]
.

A policy minimizing Qπ(x, u) w.r.t. u in a given state x is called greedy, and,
for Q?(x, u) it is optimal [277]. Therefore, it is sufficient to know Q?(x, u)
to derive an optimal policy. Likewise, when knowing the optimal value
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function J?(x), the cost l(x, u) and the model PX (·|x, u), the optimal policy
can be found by

π?(x) ∈ arg min
u∈U

E
[
l(x, u) + J?(x+)

∣∣∣∣x+ ∼ PX (·|x, u)
]
. (2.29)

Dynamic Programming for Finite Horizon Problems

A fundamental algorithm for finding the optimal policy and value function is
dynamic programming (DP) [28, 37], which was adapted to various variants
across computer science, mathematics, and engineering. The basic principle of
DP is to break down a complex problem into simpler overlapping subproblems,
which are solved iteratively. In general, DP can be applied to many different
problems. Sequential decision-making problems such as the considered MDP
are an important subclass of problems where DP can be applied [69]. In the
following, the DP algorithm is stated first for a finite horizon problem, where
the MDP terminates after T steps, and a value function Jk(x) is associated with
each time step k. At the final step k = T , the value function JT (x) is usually
given as part of the problem objective. For example, a certain state x̄ should be
reached at step k = T which could be expressed by a penalty JT (x) = ||x−x̄||2W,2
weighted by the matrix W ∈ Rnx×nx . No discount factor is usually considered
for finite horizon MDPs, i.e., γ = 1. As stated above, DP now breaks down
the MDP over the full horizon T into simpler subproblems. Particularly, the
Bellman equation states that

J?k (xk) = min
uk∈U

E
[
l(xk, uk) + J?k+1(xk+1)

∣∣∣∣xk+1 ∼ PX (·|xk, uk)
]
. (2.30)

This equation relates the value functions J?k , the transition function PX , and the
running cost l between two consecutive steps k and k + 1. It provides a means
to recursively solve the MDP by starting at the final given value function JT (x)
and solving the equation recursively backwards from k = T − 1, . . . , 0 to get
optimal controls uT−1, . . . , u0 and value functions J?T−1, . . . , J

?
0 .

Dynamic Programming for Infinite Horizon Problems

For infinite horizon problem, the Bellman equation (2.30) applies as a fixed
point equation

J?(x) = min
u∈U

E
[
l(x, u) + γJ?(x+)

∣∣∣∣x+ ∼ PX (·|x, u)
]
.

The fixed point equation can not be applied recursively since no terminal
state and value function are given. Furthermore, there is no sequence of value
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functions. To find such a value function, the Equation (2.30) can be iteratively
applied to the value function by solving

Ji+1(x) = min
u∈U

E
[
l(x, u) + γJi(x+)

∣∣∣∣x+ ∼ PX (·|x, u)
]

in order to generate a series of value function J0(x), J1(x), . . . that converge
to the optimal solution J?(x), starting from an arbitrary initial value
function J0(x) [277]. This method is called value-iteration. From the optimal
value function, the optimal policy can be obtained by (2.29).

Another method to derive the optimal policy and value function is named policy
iteration [35]. Policy iteration iteratively switches between a policy evaluation
and a policy improvement step. Consider any given policy π0 = π. Similar to
value iteration, the policy evaluation

Jπ(x) = E
[
l(x, u) + γJπ(x+)

∣∣∣∣x+ ∼ PX (·|x, u)
]

computes the expectation of bootstrapped costs to obtain a value functions Jπ
under a policy π. In the policy improvement step, the current policy πi is
improved based on the current value function Jπi(x) by Bellman’s equation

πi+1(x) ∈ arg min
u∈U

E
[
l(x, u) + γJπi(x+)

∣∣∣∣x+ ∼ PX (·|x, u)
]
.

It can be shown that the final policy converges to the optimal policy π?(x)
by iterating the policy evaluation and improvement. Policy iteration can be
seen as Newton’s method for solving Bellman’s equation and converges in less
iterations than the value iteration [35]. However, each value iteration is usually
much faster per iteration. The authors in [208] provided a modified policy
iteration algorithm that trades off the value function improvement per iteration
and the iteration time. Many related algorithms exist that aim for a speedup
of the presented DP algorithms, e.g., state aggregation [36] or multi-grid
methods [243].

Value Function Prediction

In the following, two concepts for estimating the value function at a particular
state x are introduced. To estimate the value Jπ(x) of a state x under policy π
of an MDP, Monte Carlo sampling applies a policy π repeatedly, always starting
from the same first state x0, in order to accumulate the received costs lk =
l
(
xk, π(xk)

)
in each state xk ∼ PX

(
· |xk−1, π(xk−1)

)
to obtain sampled returns

G(x) = l0+γl1+γ2l2+. . .
∣∣∣xk ∼ PX (·|xk−1, π(xk−1)

)
, x0 = x, lk = l

(
xk, π(xk)

)
.



52 OPTIMAL CONTROL

By averaging all received returns Gj for each state, where the index j enumerates
the so-called roll-outs, Monte Carlo methods approximate the empirical mean
of the value function in (2.27). These roll-outs terminate only for finite MDPs.
Nevertheless, the sum over exponentially discounted rewards converges quickly
for infinite horizon MDPs. Similar to value iteration, Monte Carlo methods
update a value function estimation Jπj iteratively with iteration j = 0, 1, . . .. By
utilizing a parameter α ∈ (0, 1), which can be determined by methods described
in [274], the empirical mean can be incrementally updated by

Jπj+1(x) = Jπj (x) + α
(
G(x)− Jπj (x)

)
. (2.31)

Monte Carlo methods do not require a model, which makes them appealing.
However, samples generated by Monte Carlo sampling exhibit a high variance
and resetting a real system to a certain state may be impossible. Additionally,
it is often hard and expensive to run experiments multiple times. A detailed
overview of Monte Carlo methods that can also be used for off-policy, i.e.,
following one policy but estimating the value of another, can be found in [274].

An additional concept is temporal differences [273], where the empirical
mean G(x) of (2.31) is replaced by the bootstrapped current estimate of the
value function. Bootstrapping refers to updating the value of a state based
on the estimated values of subsequent states instead of waiting for the final
outcome. Thereby, bootstrapping blends real experience with current estimates.
Different variants of temporal difference learning exist. For the basic TD(0)
variant, which predicts one step ahead, the update is defined as

Jπj+1(x) = Jπj (x) + α
(
l
(
x, π(x)

)
+ γJπj (x+)− Jπj (x)

)
,

where x+ ∼ PX (·|x, u). Note that the policy is often stochastic, which requires
sampling from the policy distribution by u ∼ π(·|x). Compared to Monte Carlo
sampling, the temporal difference method has a lower variance but a higher
bias. Temporal differences combine ideas from Monte Carlo sampling with
DP. Like Monte Carlo sampling, it does not assume a known distribution
of the environment model PX . It rather samples the transitions. Similar to
DP, temporal differences use an iteratively updated estimate of the true value
function.

Q-learning

Along the paradigms of DP, the temporal difference prediction could also be
used to iteratively improve the action value function by

Qj+1(x, u) = Qj(x, u) + α

(
l(x, u) + γ min

u+∈U
Qj(x+, u+)−Qj(x, u)

)
,



OPTIMAL CONTROL ALGORITHMS 53

where the control u can, but is not required to, be taken from the minimum of the
previous action-value function Qj(x, u) over controls u and the next state x+

drawn from the environment. Since the action u can be taken arbitrarily
from U , the method is also referred to as the off-policy method. Under some
assumptions [274], it can be shown that Qj(x, u) converge to Q?(x, u) for j →∞.

Function Approximation

As introduced at the beginning of this section, continuous action and control
spaces U and X , respectively, make it impossible to apply the introduced
concepts for each of the uncountable states and controls. A possibility to mitigate
the problem uses parameterized functions, such as NNs, for the policies π̂(x; θ)
and value functions Ĵ(x; θ) and Q̂(x, u; θ), with parameters θ ∈ Rnθ . The hope
is that the functions can be obtained from a finite number of transition samples
but generalize to all relevant unseen states.

Remark 2.3.1. To denote the dependence of a function f(x, y) of a variable x
and a variable y, where y serves as a parameter, the notation f(x; y) and,
likewise, fy(x) are used.

To measure the accuracy of how well a parameterized function Ĵ(x; θ)
approximates the “true” value function Jπ(x; θ), a loss

LJ(θ) =
∫
x∈X

µ(x)
(
Jπ(x)− Ĵπ(x; θ)

)2
dx

can be formulated using the state visitation probability density µ : X → R.
When the policy is optimized during interactions with the environment, the state
visitation distribution can be assumed to correspond to µ(x) [274]. Therefore,
the loss LJ can be minimized by stochastic gradient descent on the samples
occurring during interactions by the weight update

θj+1 = θj + α
(
Jπ(xj)− Ĵπ(xj ; θj)

)
∇θĴπ(xj ; θj)

for closed-loop iterations j = 1, 2, . . .. The true value function Jπ(xj) is usually
not available. However, it can be shown that an unbiased estimator of Jπ(xj),
such as the Monte Carlo estimateG(x), converges to the true value function [274].
A bootstrapped value function estimator, such as TD(0), cannot obtain such
guarantees since the bootstrapping introduces an error. However, it is still used
within the so-called semi-gradient method with the parameter update

θj+1 = θj + α
(

l(xj , π(xj)) + γĴπ(xj+1; θj)︸ ︷︷ ︸
bootstrapped approximation of Jπ(xj)

−Ĵπ(xj ; θj)
)
∇θĴπ(xj ; θj),

which ignore the gradient of the bootstrapped value function approximation.
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The above approaches use stochastic gradient descent to estimate a value
function. Stochastic gradient descent could be combined straightforwardly with
on-policy Q-learning to derive an approximation Q̂(x, u; θ) of optimal action-
value function. Moreover, off-policy variants require a particular consideration of
the distribution shift induced by the policy used to interact with the environment.
Notably, the combination of off-policy learning, function approximation, and
bootstrapping is known to cause convergence difficulties, cf., “the deadly
triad” [274].

Policy Gradient Methods

Policy gradient methods directly optimize a stochastic policy π(u|x;ψ) or
deterministic policy u = π(x;ψ), parameterized by ψ ∈ Rnψ . For stochastic
policies, the goal is to minimize the objective

min
ψ
Jπψ (ψ), (2.32)

where the value function can be expressed in terms of probability distributions
for the policy and the environment as

Jπψ (ψ) =
∫
x∈X

µπ(x)
∫
u∈U

π(u, x;ψ)l(x, u)dudx = Eu∼π(·|x;ψ),
x∼µπ

[l(x, u)] .

The expectation is computed over µπ(x), which is the discounted state
distribution under π [258]. Particularly, the discounted state distribution
is

µπ(x) =
∫
ξ∈X

∞∑
k=1

γk−1PX ,1(x)PX (ξ → x, k, π)dx,

with the distribution PX ,1(x) for the initial state and the probability
density PX (ξ → x, k, π) at state x after transitions for k steps from state ξ ∈ X .
Remarkably, this state distribution violates some basic properties of probability
distributions. The optimization problem in (2.32) is a complicated formulation
since it involves the influence of the parameters ψ on the stochastic policy, which,
again, influences the next state obtained from the stochastic environment.

The policy gradient theorem [275] is utilized to get an expression for the
stochastic gradient

∇ψJπψ (ψ) = −Eu∼π(·|x;ψ),
x∼µπ

[Qπψ (x, u)∇ψ log π(u | x;ψ)] . (2.33)

This expression of the policy gradient allows one to directly use control
samples uj ∼ π(·|x;ψ) and transition samples xj ∼ µπ, that are obtained
when applying the policy π(u|x;ψ) to the environment, to get a parameter
update

ψj+1 = ψj − αQπψ (xj , uj)∇ψ log π(uj | xj ;ψ).
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The action value function Qπψ(xj , uj) is usually approximated. For example,
a Monte Carlo roll-out can be used, resulting in the particular REINFORCE
algorithm [305]. Monte Carlo roll-outs do not require additional parameters.
However, also parameterized action value functions Qθ(x, u) are used to
approximate Qπψ (x, u), which result in the so-called actor-critic algorithms.

The policy gradients can also be computed for deterministic policies, which is,
in fact, more sample efficient but requires a particular exploration strategy [258].
A wide variety of algorithms builds on the main principles described above. The
main distinctions are whether they use a stochastic policy, sample online or
offline, and how the critic is approximated. Often additional, less fundamental,
modifications make them powerful in practice, e.g., experience replay [274],
smoothing of value function [98] or using two action value functions [119] to
overcome the so-called overestimation bias. Two particular variants used in this
thesis are explained briefly, i.e., SAC and PPO.

Soft Actor Critic

The soft actor critic (SAC) algorithm [117] is an off-policy algorithm that utilizes
a stochastic policy. A core feature of SAC is a modified cost function l′(x, u; θ)
that is based on the maximum entropy framework for RL, cf. [129, 327].
Particularly the cost

l′(x, u; θ) = l(x, u) + ωH (π(·|x; θ))

with weight ω ∈ R≥0 is used instead of the running cost l(x, u). The entropy

H
(
π(·|x; θ)

)
= E [log π(·|x; θ)]

is a measure of the information or the randomness of a probability distribution,
and therefore, promoting a high entropy favors the exploration. Although the
cost function was changed in SAC, it can be shown that by specific algorithm
extensions, the optimal value function can be recovered [116]. SAC improves
the sample efficiency and leads to a more robust training, i.e., it is less brittle
concerning hyper-parameter tuning [117].

Proximal Policy Optimization

The proximal policy optimization (PPO) algorithm [250] is an on-policy RL
algorithm to improve a stochastic policy. A key feature of PPO is its ability to
update the weights of a parameterized stochastic policy and a parameterized
value function by a batch of sampled trajectories. Therefore, PPO can
utilize multiple parallel environment simulations and speed up the training.
PPO extends on ideas of the trust region method [249], where a surrogate
loss regularizes the parameter update of the policy by constraining it with
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the parameters of the previous policy. Like SAC, PPO is less sensitive to
hyperparameter tuning than trust region methods.



Chapter 3

Vehicle Models for Motion
Planning

This chapter introduces relevant vehicle models for motion planning and
simulation as ordinary differential equations (ODEs) in continuous time.
Moreover, several obstacle avoidance formulations are introduced.

The remainder of this chapter is outlined as follows. First, in Sect. 3.1, the
double-track model is stated as the highest-fidelity model used for simulation
within this thesis. Consecutively, the model fidelity is reduced via single-track
models in Sect. 3.2 and 3.3 towards a point-mass model in Sect. 3.4. Next, in
Sect. 3.5, general vehicle components such as tire modeling, steering models, and
powertrain concepts are introduced on a high level. The models are compared
in Sect. 3.6. In Sect. 3.7, the projection of the Cartesian vehicle model on a
reference curve is elaborated in detail. The final Sect. 3.8 of this chapter focuses
on collision avoidance formulations.

The illustrated models differ in fidelity, i.e., how accurately they describe the
actual physical motion, and play a pivotal role in accurately representing real-
world dynamics. Similarly to [13, 318], four distinct vehicle model categories –
a point-mass, kinematic single-track, dynamic single-track, and double-track
model – are compared, highlighting their respective advantages, limitations,
and applications in optimization-based motion planning.

Above all, the classification of vehicle models to these proposed categories is
common but does not precisely define the models. Instead, a conceptual group of
models is considered for each classification. For example, this classification does
not specify which tire force model is used or how the steering dynamics are chosen.
Hence, additional classifiers may be added to the model description, such as
in [318]. In general, vehicle dynamics modeling can become arbitrarily complex

57
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and is not the main topic of this thesis. Therefore, the classification relates to
the main characteristics relevant to this work, and simplifying assumptions are
made on the categorization.

Using higher fidelity vehicle models as dynamic functions within optimization
problems comes at the cost of more states and usually increases nonlinearity.
The point-mass model, higher-order linear models, e.g., [104], or a linearization
around a set point allows for a linear formulation of the dynamics and, therefore,
to stay in the realm of quadratic programs (QPs). Solving highly nonlinear
optimization problems with a large number of states comes with an increased
computational burden and requirements for the optimization problem solver.
Suppose the online computation time of the controller or planner is the limiting
factor of the sampling frequency on the embedded platform. In that case, the
resulting lower sampling frequency may yield worse closed-loop performance, as
shown, e.g., in [153].

Moreover, higher fidelity models require more parameters. Obtaining some
of these model parameters may be highly nontrivial and subject to expensive
system identification procedures.

The following introduction of vehicle models uses location index identi-
fiers ∗ ∈ {r, f} to refer to either the rear or front location of a vehicle and,
likewise, • ∈ {rl, rr,fl, fr} to refer to the rear left, rear right, front left or front
right location-related variable. For instance, the tire velocities are referred to
as ωt,• to reference each of the possible velocities in the text for the four wheels.

3.1 Double-Track Model

As the double-track model is only used for simulation in this thesis and not within
any of the contributed planners or controllers, it is only described conceptually.
The authors in [13] provide a comprehensive overview of the double-track model
formulation used in this thesis.

The double-track model is the lowest-fidelity model that uses all four wheels to
describe the physical vehicle motion. The modeling of all four wheels allows for
considering different load distributions during dynamic maneuvers, significantly
affecting the transmitted force between the tires and the road. For example,
the load on the outer wheels is higher in curves due to the centrifugal force.
Additionally, all four wheels’ torques and steering angles may be actuated
individually to achieve high performance in critical driving scenarios [319]. Even
if the wheels can not be controlled individually, most vehicles have different
steering angles on the wheels to achieve specific handling properties. For
example, the Ackermann steering uses different front steering wheel angles in
order to have no longitudinal slip caused by cornering [113, p. 88]. In a more
straightforward planar form, the double-track model assumes a rigid chassis, as
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in [96] or [319]. More modeling details can be added by including the spring
and dampers of each wheel.

3.2 Dynamic Single-Track Model

The dynamic single-track vehicle model is a medium-fidelity vehicle model that
captures a vehicle’s dynamic motion, such as drifting and tire force relations,
but neglects lateral load transfer and spring-damper dynamics. Nevertheless,
it offers a compromise for control systems due to its fewer states, moderate
nonlinearities, and often sufficient modeling of important physical aspects such
as tire forces.

Three different coordinate frames are used to describe individual parts of the
vehicle, i.e., the Cartesian “earth” global frame (C) with unit vectors (xe ∈
R2, ye ∈ R2), the vehicle frame (V) with unit vectors (xv ∈ R2, yv ∈ R2) and
the tire frame (T) with unit vectors (xt ∈ R2, yt ∈ R2). An overview of different
symbols is given in Fig. 3.1. In fact, the velocity in the longitudinal direction
in the vehicle coordinate frame at the center of gravity (CG) is vx ∈ R and
vy ∈ R, respectively, for the lateral vehicle frame direction. The vehicle velocity
vector in the Cartesian coordinate frame at the CG is denoted as v ∈ R2, at
the front tire as vf ∈ R2, and at the rear tire as vr ∈ R2. The heading angle of
the vehicle in the Cartesian frame is denoted as ϕ and the related yaw rate as
ω. The deviation of the vehicle body frame heading angle to the angle of the
actual velocity vector is denoted by the slip angles for the respective position,
with β at the CG and β{f,r} at the two tires.

The vehicle model comprises a minimum of six states, with three states

xp =
[
px py ϕ

]> ∈ R3

that describe Cartesian position (px, py) and yaw or heading angle ϕ and three
states related to their velocities

xṗ =
[
vx vy ω

]> ∈ R3,

with the vehicle frame velocity components (vx, vy) and the yaw rate ϕ. The
state vector is

x =
[
x>p x>ṗ

]>
. (3.1)

In automotive systems, a cascade of low-level controllers for the subsystems
involved in the overall vehicle actuation is often used, and therefore, the
particular choice of controls varies. Here, it is assumed that the revolution
speed ωt,∗ of the wheels are control inputs. Alternatively, the drive and brake
torque acting on the two modeled wheels may be used as four independent
controls. In this case, the tires are modeled as subsystems that introduce
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new states for the revolution speed. Another common alternative would be to
directly take the longitudinal acceleration force acting on the vehicle frame as
an input, e.g., the vehicle model in [293]. This ignores the tire-road interaction
in the longitudinal direction. In addition to the tire revolution speeds ωt,∗, the
steering angle δ is used as control. Therefore, the input vector reads as

u =
[
ωt,f ωt,r δ

]>
. (3.2)

The vehicle parameters include its mass m, its inertia Iz at the CG, the wheel
base l, the front and rear wheelbases lr, lf relative to the CG, with l = lr + lf , and
tire parameters which are described in Sect 3.5. Figure 3.1 shows the velocity
and force vectors related to the vehicle model. The tire forces within the
tire coordinate frame are denoted as Fl,f(vx, vy, ω, ωt,f , δ) and Fl,r(vx, vy, ω, ωt,r)
for the longitudinal tire forces in the yt direction, and Fc,f(vx, vy, ω, δ) and
Fc,r(vx, vy, ω) for the lateral cornering tire forces in the xt direction and are
functions of several vehicle states and the controls.

The tire forces for the front wheel are projected onto the vehicle coordinate
frame related to the steering angle δ by

Fx,f(vx, vy, ω, ωt,f , δ) = Fl,f(vx, vy, ω, ωt,f , δ) cos(δ) + Fc,f(vx, vy, ω, δ) sin(δ),

Fy,f(vx, vy, ω, ωt,f , δ) = Fl,f(vx, vy, ω, ωt,f , δ) sin(δ)− Fc,f(vx, vy, ω, δ) cos(δ),

and for rear wheels without active steering, the tire forces act directly on the
vehicle frame by

Fx,r(vx, vy, ω, ωt,r) = Fl,r(vx, vy, ω, ωt,r),

Fy,r(vx, vy, ω) = Fc,r(vx, vy, ω).

From Newton’s laws of motion the dynamics ẋ = f(x, u) can be obtained as

ṗx = vx cosϕ− vy sinϕ,

ṗy = vx sinϕ+ vy cosϕ,

ϕ̇ = ω,

mv̇x = 2Fx,f(·) + 2Fx,r(·) +mωvy + Fres(vx),

mv̇y = 2Fy,f(·) + 2Fy,r(·)−mωvx,

Izω̇ = 2Fy,f(·)lf − 2Fy,r(·)lr.
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Figure 3.1: Dynamic single-track vehicle model in the Cartesian coordinate
frame and a tire view in the tire coordinate frame.



62 VEHICLE MODELS FOR MOTION PLANNING

The velocity states are expressed in the vehicle body frame (V), and the
corresponding tire, friction, and drive forces are explained in Sect. 3.5. Since the
single-track model only uses one tire per axle, the tire forces must be multiplied
by 2. Particularly, this has to be considered within the tire and drive train
models to relate the force to single tires. The forces from the tires F{x,y},∗ act on
the vehicle body frame. As a simplification, all driving resistance forces Fres(vx)
act on the CG and only into longitudinal vehicle coordinate direction.

3.3 Kinematic Single-Track Model

The kinematic single-track model and the dynamic counterpart use the same
geometric model, i.e., the model uses two instead of four tires at the wheelbase
distance l, see Fig. 3.2. However, the fundamental difference is the negligence
of tire slips. Therefore, the longitudinal tire force can instantly and directly
transmit to the road surface without considering the road friction parameters
or tire characteristics. Moreover, irrespective of the lateral acceleration, the
tires move kinematically in their heading direction with zero lateral slip. This
clearly is a significant simplification, but, according to [206], the motion is
described sufficiently well for lateral accelerations alat below a certain threshold
of alat ≤ 0.5µg, where g is the gravitational constant and µ is the road friction
parameter. This limitation can be used in model-based planners and controllers
as a constraint to obtain a reasonable performance, even at higher speeds. The
authors in [151] used the kinematic single-track model even for a racing low-level
controller in a miniature race track at the performance limits of the vehicle.

The kinematic single-track model uses a minimum of four states

x> =
[
px py ϕ v

]
.

A common choice of the reference point (px, py) is the rear axle since it simplifies
the dynamic equations to

ṗx = v cos(ϕ), ṗy = v sin(ϕ), ϕ̇ = v

l
tan(δ), mv̇ = Fd + Fres.

Due to the assumption of a direct force transfer without losses between the tires
and the road, the acceleration or braking force is not related to one specific tire
and lumped to the force Fd. In addition, a resistance force Fres is modeled as a
longitudinal force, similarly to the dynamic single-track model.

3.4 Point-Mass Model

The point-mass model can only describe the actual vehicle motion with stark
limitations. It is usually used to plan a trajectory in the two-dimensional
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Figure 3.2: Kinematic vehicle model.

coordinate frame by a chain of integrators in both coordinates. A lower-level
controller then tracks the trajectory. When deploying an integrator chain,
the smoothness of the trajectory is expressed by its derivatives and can be
constrained or weighted in the objective of an optimization-based planner.
Usually, a chain of one to four integrators is used, with the inputs resembling
the snap, the jerk [209], the acceleration [227] or the speed [213]. Here,
the acceleration (ax, ay) is used as input and defines the following governing
equations in the Cartesian coordinate frame

ṗx = vx, ṗy = vy, mv̇x = ax, mv̇y = ay.

For optimization-based vehicle motion planning, the point-mass model is often
used to provide a linear model formulation and, subsequently, a convex or
quadratic optimization problem. A convex formulation of boundary constraints
further requires a transformation into curvilinear coordinates, which are
discussed in Sect. 3.7. Unfortunately, the projection into curvilinear coordinates
makes the point-mass model highly nonlinear again. Mitigation strategies for
a convexification are proposed rigorously in [86], or simplified in [213]. For
highway motion planning, the curvature can be assumed to be close to zero for
motion planning not at the handling limits [213].
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3.5 Tires and Longitudinal Dynamics

In the following, the specifics of tires and longitudinal dynamics, i.e., steering,
braking, powertrain modeling, and resistance forces, are summarized into a
small but necessary discussion for this thesis. These components are typically
separable parts of the general vehicle model.

3.5.1 Tire Models

Tires are typically modeled using a vertical load force Fz and a road friction
coefficient µ, with µ ≥ 0. The vertical load may depend on vehicle states
since the load transfer may distribute the load force unequally during dynamic
maneuvers. However, often, the vertical force is assumed to be constant and
computed by equally distributing the vehicle mass m among the tires to obtain
for each tire Fz = 1

4mg, where g is the gravitational acceleration. The external
road friction parameter depends on the road condition and is close to µ = 1 for
dry roads and positive but closer to 0 for icy road conditions.

Tire models now aim to describe the forces transmitted from the road to the
vehicle body as functions of the vehicle state and the road parameters. Omitting
transient tire behavior leads to static functions of the states [113] that are usually
split into a lateral (cornering) tire force component Fc,• and a longitudinal tire
force component Fl,• in the tire coordinate system. This force can be computed
for all four tires individually or approximated for the two tires on an axle in
single-track models.

Many different tire models emerged, each with distinct advantages. Among
the most popular models are the Pacejka model [198], the Dugoff model [84]
or the Burckhart model [220]. While the Dugoff and Burckhart model focus
on computational efficiency by reducing complexity, the Pacejka model is more
flexible and capable of fitting a broad range of data. In this thesis, only the
Pacejka model is used. The model is briefly explained in the following.

The Pacejka model describes the tire forces using parameterized functions
designed to fit measured data. The tire model uses longitudinal slip variables

σ• = vt,• − ωt,•rt,•

vt,•
,

for each tire, with the vehicle body velocity vt,∗ at a specific tire, the tire angular
speed ωt,∗ and the effective tire radius rt,∗. Moreover, lateral slip angles αt,∗ are
used that can be approximated as functions of the general vehicle state x [113]
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with ∗ ∈ {l, r} by

α∗f = δ∗f − βf = δ − arctan
(
vy + lfω

vx

)
,

α∗r = −βr = − arctan
(
vy − lrω
vx

)
,

and define the angle between the tire heading and the speed vector at a specific
tire. Here, it is assumed that the Pacejka model can provide a sufficient model
for the tire forces with Fl,∗ = fpac,l,∗(σ∗, Fz, µ) and Fc,∗ = fpac,c,∗(α∗, Fz, µ),
with more details given in the original paper [198] and an exhaustive tire
modeling description in [113].

The tire force functions fpac,l,∗(σ∗, ·) and fpac,l,∗(α∗, ·) are nearly linear for
values close to σ∗ = 0 and α∗ = 0, respectively. At certain threshold values,
these forces saturate, and the tires start drifting. However, the maximum
transmitted force is achieved under usual conditions in the transition from the
linear to the drifting phase. Due to the linearity around the origin that coincides
with the usual operating range, these force functions are often linearized. When
used within an optimization problem, the slip variables are constrained to the
linear region, preventing the tire from drifting.

3.5.2 Longitudinal Forces

Longitudinal forces refer to separate sources that influence the longitudinal
motion of a vehicle [317], which include the powertrain, resistance forces such
as air drag, and the braking force.

The vehicle’s powertrain comprises the motor and the transmission system,
which allocates torque to the wheels. As these dynamics are highly complex, they
are often considered a controlled subsystem with specific attributes provided
by the manufacturer. It is usually assumed that the torque at the wheels can
be provided instantaneously. However, it is limited to a particular nonconvex
set in the space that is spanned by the rotational tire speeds ωt, or, similarly,
the vehicle speed v, and the torque [169, 64, 317]. The set constraining the
possible torques describes an inverse dependency on vehicle speed, where at high
velocities, less torque can be provided [169]. The engine type has implications
for the transmission system. Most prominently, either electric, combustion
or hybrid engines are used. It may also be necessary to control the gear in
manual transmission systems, where each gear has its own characteristic torque
allocation set. Besides feasibility, the vehicle speed and the allocated torque
vastly determine the engine’s efficiency, which may be used to optimize energy
consumption.
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The braking system has a much lower time constant than the allocation of a
driving force. Therefore, the braking force is modeled as an instantaneous force.
When no tire models are used, the braking force is modeled as a deceleration
force on the vehicle frame.

External longitudinal forces Fres(v) include friction forces, which are the rolling
resistance and the air drag, modeled as a function of the vehicle velocity v by

Fres(v) = −crollsign(v)− cdragv
2, (3.6)

with friction coefficients croll and cdrag. Moreover, a term −mg sin(αroad) may
be added to model the gravitational force on inclined or declined roads.

3.6 Comparison of Models

The introduced models, i.e., the double-track, dynamic single-track, kinematic
single-track and point-mass model were compared in several works [113, 321, 311,
153, 206, 317]. While [113] compares the models mainly from the perspective
of simulation, the others compare the models primarily when used as part of a
planning and control algorithm. The author in [113] argues that the double-
track model is preferable to single-track models besides academic purposes and,
presumably, for simulation. The author motivates it by the inability of single-
track models to account for different steering angles, among other inaccurate
approximations.

The proposed models have different “degrees of freedom”, which are the number
of configuration states that define the configuration, i.e., the position and
orientation, of the model completely. Velocities describe the rate of change of
the configuration states over time but do not determine the configuration of
the system. In general, a mechanical system with n degrees of freedom can be
described by n second order differential equations in time, with 2n constraints
for positions and velocities [101].

From the planning perspective, the double-track model may be necessary and
proper if the particular influence of each tire is vital, e.g., in over-actuated
electric vehicles at the handling limits [319]. Of course, this requires high
computational resources.

For many applications, the dynamic single-track model may be sufficient even
for higher speeds within a planner or controller [293, 167, 317]. It still allows
for different loads, brake, and torque forces on the axles, as well as a yaw
angle that is defined through dynamic relations rather than rigid kinematic
relations. Depending on the particular tire model, the dynamics may still
be highly nonlinear and, thus, pose challenges to optimization-based control
techniques. Moreover, the parameters of the tire may be hard to identify.
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The kinematic single-track model does not allow the distribution of the torques.
Neither the braking forces between wheels nor tire slips are considered. However,
the lateral acceleration may be constrained so that the resulting slips can
be omitted [151]. Additionally, tire models are not applicable since only
kinematic relations are considered. An advantage of this model is the few
required parameters, few states, and the rather mild nonlinearities, which
make it appealing for optimization-based planning and control. Optimization
problems based on computationally simpler models may achieve higher sampling
frequencies. This model may be particularly favorable for long-horizon planning
at a higher hierarchical level that assumes a lower-level tracking and stabilizing
controller.

Comparing the dynamic and kinematic single-track models for model predictive
control (MPC) was repeatedly performed in the literature, e.g., [318, 311, 153,
206]. Most authors conclude that the dynamic single-track model is necessary
when high lateral accelerations and low friction coefficients µ are encountered.
The authors in [206] specifically name a decision criterion alat ≥ 0.5µg for the
lateral force alat. The authors in [153] compare the two models by including
the sampling times and find that the kinematic model with a higher sampling
time may outperform the dynamic model. Notably, the authors use an Euler
integration scheme with relatively large sampling times.

Obviously, the point-mass model is quite different from an actual vehicle in the
real world, and the control inputs do not even match. However, the computed
trajectory can provide a smooth trajectory with a constrained acceleration,
which may be sufficient for higher-level planners [213, 181]. In autonomous
driving (AD), finding a collision-free, feasible trajectory to a point-mass model
may already be challenging. A considerable advantage of the point-mass model
is its linear dynamical model, allowing linear MPC formulations or, as part
of a combinatorial problem, for mixed-integer quadratic program (MIQP)
formulations [213, 227]. A disadvantage for particularly low speeds is the
missing kinematics and the heading angle.

Tab. 3.1 compares features and their applicability to different vehicle models
relevant to this thesis.

3.7 Coordinate Frames for Motion Planning

The vehicle models introduced so far are formulated in the Cartesian coordinate
frame (CCF). In the following, a coordinate frame is proposed that is specifically
suited for vehicle motion planning and control on roads. An optimal control
problem (OCP) for vehicle motion planning and control is considered, such as
formulated in (1.1). Moreover, a structured environment is assumed, i.e., a
detailed road map is available, and the task related to OCP (1.1) is restricted
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PM KST DST DT

degrees of freedom 2 3 ≥ 3 ≥ 3

Mechanical Influence
steering kinematic, yaw motion 7 3 3 3

air drag 3 3 3 3

rolling resistance 7 3 3 3

powertrain model 7 (3) 3 3

lateral forces 3 7 3 3

longitudinal tire models 7 (3) 3 3

lateral tire models 7 7 3 3

different steering angles on axles 7 7 7 3

chamber angles 7 7 7 3

axle differential 7 7 7 3

chassis roll 7 7 7 3

chassis pitch 7 7 (3) 3

suspension 7 7 7 3

Application
path planning 3 3 7 7

trajectory planning 3 3 3 7

vehicle control 7 (3) 3 3

simulation 7 (3) 3 3

Table 3.1: Comparison of vehicle models: point-mass model (PM), kinematic
single-track model (KST), dynamic single-track model (DST), double-track
model (DT). The following symbols are used: 3. . . common/possible, (3). . .
uncommon/possible, 7. . . impossible.
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Figure 3.3: Tangent, normal and signed normal vector along a curve γ(σ).

to an environment with a road. This road could potentially be a race track for
autonomous racing or a highway consisting of several lanes.

In order to include the road alignment specifications in the OCP formulation,
the road geometry is taken into account. Therefore, let the road center curve

Γ := {γ(σ)|σ ∈ [0,∞)}

be specified by a function γ>(σ) =
[
px(σ) py(σ)

]
with γ : R≥0 → R2,

parameterized by its path length σ ∈ R≥0.

Remark 3.7.1. The spatial derivative ∂f(σ)
∂σ of a function f : R≥0 → R,

where σ is the path length, is denoted in the following by f ′(σ) := ∂f(σ)
∂σ .

Consider the tangent vector

T (σ) := γ′(σ)

of a curve which points in the direction of the curve γ(σ) that progresses with σ,
cf., Fig. 3.3. Due to the parameterization by its path length, the tangent vector
is a unit vector, where ||T (σ)||2 = 1 holds. The change of the tangent vector
along the reference path T ′(σ) is the curvature vector. It is perpendicular to
the tangent vector, with T >(σ)T ′(σ) = 0 and points “inside” the curve. The
magnitude of the curvature vector is the curvature κ̃(σ) with

κ̃(σ) := ||T ′(σ)||2 = ||γ′′(σ)||2 =
√
p′′x(σ)2 + p′′y(σ)2

and the normalized curvature vector is the normal unit vector Ñ (σ), with

Ñ (σ) := T
′(σ)
κ̃(σ) .
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The vectors T and Ñ define an orthonormal basis that moves along the reference
curve with σ. They are also referred to as the Frenet-Serret coordinate system in
two dimensions. The kinematic progression of the coordinate frame is described
by the Frenet-Serret formulas

T ′(σ) = κ̃(σ)Ñ (σ),

Ñ ′(σ) = −κ̃(σ)T (σ).

In order to avoid the flipping of the normal unit vector Ñ (σ) emerging from
a change of the “turning” direction of a curve, the normal unit vector can
be formulated as a 90 degree perpendicular counter-clockwise rotation of the
tangent vector with the rotation matrix R90. This yields the slightly modified,
signed normal unit vector N (σ) = R90T (σ), cf. [207] for details. By using the
signed curvature κ(σ), which is positive if the curve turns left in the direction of
motion and negative otherwise, the Frenet-Serret formulas can also be stated as

T ′(σ) = κ(σ)N (σ),

N ′(σ) = −κ(σ)T (σ).
The curvature can be obtained from the signed curvature by

κ̃(σ) = |κ(σ)|
and, vice versa, by

κ(σ) = κ̃(σ)N>(σ)Ñ (σ).
Notably, the curvature can also be related to the turning angle ϕγ(σ), which
is the angle of the tangent vector T (σ), with T (σ) =

[
cosϕγ(σ) sinϕγ(σ)

]>.
By taking the derivative of the tangent vector, it follows that

T ′(σ) = ϕγ′(σ)
[
− sinϕγ(σ) cosϕγ(σ)

]> = ϕγ′N (σ). (3.7)
Relating (3.7) to the Frenet-Serret formulas, the signed curvature can be
expressed by the change of the turning angle by

κ(σ) = ϕγ′(σ).
An interpretation of the curvature can be given by considering the concept
of the osculating circle, cf., Fig. 3.4. At any point σ of the curve where the
curvature is nonzero, i.e., κ(σ) 6= 0, a circle with the center

c(σ) = γ(σ) + 1
κ(σ)N (σ)

and radius
r(σ) = 1

|κ(σ)|
can be found that has the same tangent and normal vector and has the same
curvature as the reference path Γ at γ(σ) and locally approximates Γ at σ. The
curve defined by c(σ) is called the evolute of Γ.
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γ(σ)

osculating circle

evolute c(σ)
c(σ1)

r(σ1)
r(σ2)

T (σ1)

T (σ2)

Figure 3.4: Conceptual drawing of an evolute and osculating circle.

3.7.1 Projection of Configuration States

At this point, several important concepts related to a planar curve Γ have been
introduced. In the context of AD, this curve may be the center line of a road.
This curve can be used as part of an OCP that is used to formulate the motion
planning problem. The position states of a planned trajectory in OCP (1.1)
are typically closely aligned with the road. In other words, the trajectory and,
potentially, boundary constraints are curvilinear to the road’s center line. This
alignment is also manifested in the cost specifications. For example, a typical
cost in autonomous racing would involve driving as far as possible within a
given time interval within the road boundaries. In highway driving scenarios,
part of the cost may be driving close to the current lane center. Altogether,
four objectives in autonomous driving may be related to the road geometry: (i)
the road-aligned progress, (ii) the road-aligned velocity, (iii) the road-aligned
tracking costs, and (iv) road-aligned boundary constraints. The following shows
how these objectives can be formulated numerically efficiently in an OCP.

Assume the two-dimensional Cartesian position state p(t) =
[
px(t) py(t)

]> ∈
R2 as part of the Cartesian state vector x(t) ∈ Rnx . For the Cartesian position
state p(t), a distance d(σ, t) = p(t) − γ(σ) is formulated between the vehicle
position and the curve at some position σ, see Fig. 3.5. The closest point γ(s(t))
on the path γ(σ) can be found by solving the unconstrained optimization
problem

s(t) = arg min
σ
‖d(σ, t)‖2 . (3.8)

The longitudinal path progression s(t) describes the projected position along
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d(s, t)

d(σ, t)

p(t)

γ(s)

γ(σ)

Figure 3.5: Distance of a point p(t) to a curve γ(σ) parameterized by its path
length σ.

the path γ(σ) and can be used along with its derivative ṡ(t) to specify the
costs related to (i) and (ii). For example, a linear cost -wss could be used to
formulate a maximization of progression, as, for instance, in [236].

The closest distance to the path d(t) = d(s(t), t) can be used to formulate a center
line tracking cost (iii) and boundary constraints (iv). In many applications, the
distance to the path is also referred to as contouring cost, and its minimization
is a primary objective in the considered problem, e.g., in [157] for biaxial
contouring machines, in [167] for autonomous vehicle racing and in [236] for
drone racing. It can be stated as a multiple of the signed normal vector N (t)
by d(t) = n(t)N (t), where n ∈ R is the signed distance which is positive if the
point p(t) is left of the curve in the direction of progress. In the following, time
dependency is dropped for a more concise notation.

Most vehicle states of Chapter 3 comprise a heading angle ϕ. The heading angle
can be related to the turning angle of the curve γ(σ) by defining the heading
angle mismatch α as

α := ϕ− ϕγ(s).

In the following, two variants of a state vector are defined. The symbol • =
{F,C} is used to refer to the Frenet coordinate frame (FCF) or the CCF. One
state vector is defined in the CCF, while the other state vector is defined by
substituting the Cartesian states with road-aligned states. Let the position p> =[
px py

]
and the heading angle ϕ be part of a CCF configuration state vector

xc,C =
[
px py ϕ

]>. The configuration space usually has the same dimension
as the degrees-of-freedom of a vehicle or, in general, a robot, cf., [159]. Simplified,
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it comprises all possible position and orientation states of a vehicle. Usually,
the three states of the position and the heading angle are formulated in the
Cartesian or Frenet space. Similar to the Cartesian states, let the projected
position s on the reference curve Γ, the lateral distance n and the heading angle
mismatch α be part of an FCF configuration state vector xc,F =

[
s n α

]>.
Either the CCF state xc,C or the FCF state xc,F along with the reference curve Γ
fully define the vehicle configuration. Therefore, the full state vector can be
composed either with FCF or CCF configuration states and coordinate frame
independent states x¬c ∈ Rnx−3, with

x• =
[
xc,•

x¬c

]
.

The full CCF state vector xC corresponds to the usual vehicle state x in
Cartesian coordinates and comprises also the coordinate independent states x¬c.
Including the controls u ∈ Rnu , the ODE ẋ = f(x, u) in the CCF describes
the vehicle motion, as in Chapter 3. For example, in the kinematic model of
Sect. 3.3, the state x¬c would comprise the velocity v and the steering angle δ
and the controls would be acceleration force Fx and the steering angle rate r.

Note that the FCF states together with Γ define the configuration uniquely
almost everywhere, excluding the state space covered by the evolute c(σ), as
detailed in the course of this chapter. The FCF configuration state can be
obtained from the CCF configuration state by what is called here the Frenet
transformation

xc,F = F(xc,C) = F(P cx) =

 s(
p− γ(s)

)>N (s)
ϕ− ϕγ(s)


for (

p− γ(s)
)>N (s)κ(s) 6= 1

and
s = arg min

σ
||d(σ)||2.

The matrix P c ∈ R3×nx selects the position and heading angle states of x, or
likewise, of the FCF state xF. Similarly, the longitudinal state s is selected
by P s ∈ R1×nx and the lateral state n is selected by P n ∈ R1×nx from the FCF
states. The inverse Frenet transformation is easier and given as

xc,C = F−1(xc,F) =
[
γ(s) + nN (s)
ϕγ(s) + α

]
.
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OCP (1.1) can now be reformulated to a general form that includes the Frenet
transformation as the projection on the reference path by

min
x(·), u(·)

J¬c(x¬c(·)
)

+ Jc,F(F(P cx(·))
)

+ Ju
(
u(·)

)
(3.9a)

s.t.

x(t0) = x0, (3.9b)

ẋ(t) = f(x(t), u(t)), t ∈ [t0,∞), (3.9c)

P cx(t) ∈ Xfree(t), t ∈ [t0,∞), (3.9d)

P nF
(
P cx(t)

)
∈ Xrd

(
P sF(P cx(t))

)
, t ∈ [t0,∞), (3.9e)

x¬c(t) ∈ X¬c, t ∈ [t0,∞), (3.9f)

u(t) ∈ U, t ∈ [t0,∞), (3.9g)

and represents many vehicle motion planning problems on roads. The
objective (3.9a) contains a cost J¬c

(
x¬c(·)

)
for states that are coordinate frame

independent. For example, the yaw rate or the difference between the vehicle
and reference velocities are typically penalized. The CCF states xc,C = P cx are
rarely directly part of the cost in a structured road environment, besides in a
trajectory tracking formulation. If the cost involves trajectory tracking, it can be
likewise formulated in the FCF. Trajectory and, more common, path tracking
costs related to the FCF states xc,F = F(P cx) are often considered as main
objective, e.g., [167, 85, 151]. For instance, the path progression state s is often
used in autonomous racing to maximize progress as an approximation of time-
optimal driving [167, 41]. The lateral distance to the reference lane Γ, which may
be the lane center, is accounted for with a cost on the lateral state n [181, 213].
Collision avoidance constraints are usually defined on Cartesian earth frame
states xc,C = P cx and denoted by the nonconvex set Xfree ⊆ R3 in (3.9d) but can
also be defined using road aligned states xc,F using over-approximations [228]
of the obstacles in the FCF. In the constraints (3.9e) road-aligned boundary
constraints are formulated by means of the compact set or tube Xrd(s) ⊂ R,
defining constraints on the lateral state n. The constraints on the lateral state
depend on the projected longitudinal position s along the path Γ. Equation (3.9f)
comprises coordinate frame independent state constrains X¬c ⊆ Rnx−3, e.g.,
constraints on the maximum velocity.

Notably, the projected states xc,F appear in the cost (3.9a) and road boundary
constraints (3.9e), whereas the CCF states appear in the dynamics and the
collision avoidance constraints (3.9d).

Besides the potential nonlinearity and nonconvexity, several structures of
OCP (3.9) make it hard to solve and require both simplifications and efficient
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numerical solvers. The collision avoidance constraints (3.9d) are nonconvex,
and the planning space is nonhomeomorphic. Therefore, the problem comprises
a combinatorial subproblem [159] and requires techniques from discrete
optimization. Finding appropriate formulations that include the subtask of
solving the combinatorial subproblem and solving them efficiently is a major
part of this thesis. It is considered in our related works [225, 227, 229] and
Sect. 6.1, 6.2 and 6.3 and the introduction Sect. 3.8.

Secondly, obtaining road aligned states xc,F = F(P cx) from CCF states x
provided by most measurement systems involves solving the optimization
problem (3.8). Different approaches of simplifying or avoiding this projection
inside of optimization problem (3.9) were proposed in related literature. Two
major variants involve either an additional path progression state [157, 85],
referred to as contouring control formulation or a projection of the vehicle
dynamics onto the reference path [292, 151, 22], referred to as projected
formulation. The two major variants are explained in the following. A third
variant that builds on the projection of vehicle dynamics utilizes a formulation
of the dynamics in the road-aligned FCF and, additionally, in the CCF. The
third variant is a major contribution of this thesis and subject of Chapter 5.2
and our related paper [228].

3.7.2 Contouring Control Formulation

One approach to include the projection of the CCF state onto the reference
path γ(σ) in OCP (3.9) involves adding the projected position s̃ as an auxiliary
decision variable to optimization problem (3.9) and including the distance to the
path γ(s̃) at the auxiliary state s̃ to the objective (3.9a), see [85, 157, 167, 236].
This results in a formulation that trades off the original objective (3.9a) with
the projection onto the path (3.8). The possibly conflicting objectives result in
a multi-objective optimization problem. The distance p(t)− γ(s̃) is split into a
lateral component

(p(t)− γ(s̃))>N (s̃),
i.e., a contouring error [157, 236], and a longitudinal component

(p(t)− γ(s̃))>T (s̃),

i.e., a lag error, by utilizing the tangent and normal unit vectors T (s̃) and N (s̃),
respectively. The lag error corresponds to “tracking” the auxiliary state, while
the contouring error approximates minimizing the distance to the path Γ. This
formulation can also be interpreted as a specific approximation of the Frenet
transformation at s̃, written as

F̃(xc,C, s̃) =

 s̃
(p− γ(s̃))>N (s̃)

ϕ− ϕγ(s̃)

 . (3.10)



76 VEHICLE MODELS FOR MOTION PLANNING

The projection within the optimization problem (3.9) may be wrong if
constraints or costs were defined on any other functions dependent on the
projected position s̃, such as in constraints (3.9e) or the costs Jc,F(xc,F).
Unfortunately, these constraints are essential to the overall motion planning
problem formulation. Therefore, a small mismatch between s̃ and the actual
projected state s is accepted in related algorithms. The safety-relevant constraint
for the road boundaries (3.9e) can be safely approximated by defining a set

B(s̃) ⊆ R3

along the path Γ for which the following implication holds

P cx ∈ B(s̃) =⇒ P nF
(
P cx

)
∈ Xrd

(
P sF(P cx)

)
. (3.11)

For example, the set B(s̃) can be a 2-norm ball around the Cartesian path
position γ(s̃) and the heading angle mismatch ϕ− ϕγ . This ball can be chosen
such that all configuration states P cx are within the road boundaries. The
state s̃ can be seen as a tracking state [236] which may even have its own
dynamics by an additional velocity state ṽs. Finally, problem (3.9) can be
reformulated for this particular approximation as

min
x(·), u(·), s̃(·)

J¬c(x¬c)+ Jc,F(F̃(P cx), s̃
)

+ Ju
(
u
)

(3.12a)

+ J lag
((
P px− γ(s̃)

)>T (s̃)
)

(3.12b)

s.t.

x(t0) = x0, (3.12c)

ẋ(t) = f(x(t), u(t)), t ∈ [t0,∞), (3.12d)

P cx(t) ∈ Xfree(t), t ∈ [t0,∞), (3.12e)

P cx(t) ∈ B(s̃(t)), t ∈ [t0,∞), (3.12f)

x¬c(t) ∈ X¬c, t ∈ [t0,∞), (3.12g)

u(t) ∈ U, t ∈ [t0,∞). (3.12h)

The formulation (3.12) involves an additional cost J lag(·) for the lag error in
the longitudinal path direction T (s̃).

3.7.3 Projected Formulation

Another approach of reformulating (3.9) in order to be able to efficiently solve
the related OCP involves formulating the dynamics solely in terms of projected



COORDINATE FRAMES FOR MOTION PLANNING 77

states xc,F and coordinate frame independent states x¬c, with the Frenet
state xF> =

[
xc,F> x¬c>]. In problem formulation (3.9), only the collision

avoidance constraints (3.9d) are formulated using CCF states. Fortunately,
for common obstacle dimensions of passenger vehicles, the vehicle shape can
be over-approximated by a convex shape. Therefore, the collision avoidance
constraints can be under-approximated by an obstacle-free set XF

free(t). However,
the over-approximation of the obstacles (or under-approximation of the obstacle-
free set) requires some conservativeness. A discussion is given in Chapter 5.2
and our related paper [228].

As shown in the following, the dynamics can be projected onto the reference
by formulating the first-order necessary condition (FONC) of (3.8), solving
them at the initial time and finding a condition to establish them for all future
times [287]. The objective of (3.8) can be squared and multiplied by 1

2 without
changing the optimal solution. The FONC for (3.8) defines a necessary condition
on the path progression σ such that the point γ(σ) is closest to p(t), with the
distance d(σ, t) = p(t)− γ(σ) and

∇σ
1
2
∣∣∣∣d(σ, t)

∣∣∣∣2
2 = d(s, t)>T (s) = 0. (3.13)

Assuming that s(t = 0) = arg minσ ||d(σ, t = 0)||22, the condition (3.13) can be
enforced for all times by setting the first derivative of the FONC to zero, i.e.,

d

dt
d(s, t)>T (s) = 0. (3.14)

Computing the derivative as defined in (3.14) yields

ṡ(t) =
(
ṗ(t)

)>T (s(t))
1− κ(s)d(s, t)>N (s) . (3.15)

The term
(
ṗ(t)

)>T (s(t)) can be identified as the velocity in the direction of
the path. It can be expressed by the coordinate independent velocity v(t) and
heading angle mismatch α(t) as(

ṗ(t)
)>T (s(t)) = v(t) cos

(
ϕ(t)− ϕγ(s(t))

)
= v(t) cos

(
α(t)

)
. (3.16)

Additionally, the term d(s, t)>N (s(t)) was defined previously as the signed
lateral distance to the path Γ by

n(t) := d(s, t)>N (s(t)), (3.17)

which yields the ODE of the longitudinal path state

ṡ =
v cos

(
α
)

1− κ(s)n, (3.18)
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expressed by Frenet states and omitting the dependency on time t. Taking
the time derivative of n(t) in (3.17) and simplifying the equations yields the
following ODE for n(t):

ṅ =
(
ṗ− ∂γ(s)

∂s
ṡ
)>N (s) +

(
p− γ(s)

)> ∂N (s)
∂s

ṡ (3.19a)

=
(
ṗ− T (s)ṡ

)>N (s) + nN (s)>
(
− κ(s)T (s)

)
ṡ (3.19b)

= ṗ>N (s) (3.19c)

= v sin(α). (3.19d)

The time derivative of the heading angle mismatch α, expressed by Frenet
states xF is

α̇ = ϕ̇− ϕ̇γ(s) (3.20a)

= ϕ̇− ∂ϕγ(s)
∂s

ṡ (3.20b)

= ϕ̇− κ(s)
v cos

(
α
)

1− κ(s)n. (3.20c)

The dynamics ẋF of the Frenet states xF can now be expressed by utilizing
the results from (3.18), (3.19a) and (3.20a) to obtain ẋF = fF(xF, u). Notably,
the curvature κ(s) becomes part of the dynamics function fF(xF, u) in this
formulation, making the dynamics function potentially more nonlinear. The
OCP (3.9) can be stated in terms of FCF states in the projected formulation as

min
xF(·), u(·)

J¬c(x¬c)+ Jc,F(P cxF) + Ju
(
u
)

(3.21a)

s.t.

xF(t0) = xF
0 , (3.21b)

ẋF(t) = fF(xF(t), u(t)), t ∈ [t0,∞), (3.21c)

P cxF(t) ∈ XF
free(t), t ∈ [t0,∞), (3.21d)

P nxF(t) ∈ Xrd
(
P sxF(t)

)
, t ∈ [t0,∞), (3.21e)

x¬c(t) ∈ X¬c, t ∈ [t0,∞), (3.21f)

u(t) ∈ U, t ∈ [t0,∞). (3.21g)

This formulation requires 1 − nκ(s) 6= 0 in order to be well defined. The
subproblems as part of numerical algorithms for solving (3.21) may even get
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ill-conditioned in the vicinity of the subset defined by{
(s, n)|1− nκ(s) = 0

}
.

A mitigation strategy is presented in our related paper [222] and Chapter 5.1.
Since the states obtained by measurement systems are typically in the CCF, the
initial state xF

0 requires the projection on the path by solving (3.8) in advance.
This can be typically solved efficiently. Notably, this is not done as part of the
optimization problem (3.21) and just for a single state.

Vehicle models and coordinate frames used in this thesis. In Tab 3.2, an
overview of the vehicle models used within the main contributions of this thesis
is given. Remarkably, the kinematic single-track model was mostly used within
the controllers due to its sufficient modeling depth for less dynamic maneuvers.
The planner used even simpler models, like the point-mass model or model-free
methods, i.e., reinforcement learning.

Sect., Ref. Vehicle Models

Higher-Level Plan-
ner

Low-Level
Controller

Environment

5.1, [222] N/A KST-FCF KST
5.2, [228] N/A KST-FCF KST
6.1, [225] spatial model FCF KST-FCF real-world vehicle

DevBot [233], DST
6.2, [227] PM-FCF KST-FCF DST
6.3, [229] PM-FCF KST-FCF DT
7.1, [226] KST-FCF split longitudinal /

lateral
real-world vehicle
DevBot [233], DST

7.2, [224] model-free KST-FCF KST

Table 3.2: Comparison of vehicle models used within the main contributions of
this thesis. Models are related to the optimization problems of the planner, the
controller, and the possibly simulated environment. The following abbreviations
are used: PM (point-mass model), KST (kinematic single-track model), DST
(dynamic single-track model), DT (double-track model), FCF (Frenet coordinate
frame).

Remark 3.7.2. A transformation of the vehicle dynamics was presented for
the planar, two-dimensional case. The general Frenet-Serret transformation is
defined in the three-dimensional space [42]. Therefore, three-dimensional motion
planning problems occurring for drones or robotic manipulators can also be



80 VEHICLE MODELS FOR MOTION PLANNING

formulated similarly [20]. However, the third dimension requires an additional
curve property called torsion, and the transformation is more sophisticated. The
Frenet-Serret coordinate frame shows several disadvantages in three dimensions,
such as singularities and the twist over the tangent component. Consequently,
alternative coordinate frames are also considered, such as the Euler Rodrigues
frame [19, 21].

3.8 Collision Avoidance

In the following section, the collision avoidance constraint (3.9d), given so far
in the deterministic and non-interactive form

P cx(t) ∈ Xfree(t),

is discussed in more detail. The collision avoidance constraint is significant
for providing safety and is always considered as part of planning problems. In
control problems related to (1.1), collision avoidance constraints are occasionally
considered since the major task is usually the stabilization of the vehicle and
tracking of a reference.

In the following, collision avoidance is introduced step-by-step by increasing
the complexity of the underlying optimization problem (1.1). First, the general
objective is introduced for deterministic predictions or static obstacles. Next, a
distinction is drawn between interactive and non-interactive collision avoidance.
Thereafter, more elaborate formulations involving stochastic and game-theoretic
reasoning are introduced. Finally, some well-known behavior models for highway
driving are provided and used within the simulation frameworks. In this thesis,
collision avoidance is related mainly to surrounding vehicles (SVs). However,
the concepts apply similarly to general obstacles, as, for example, the obstacles
considered in Chapter 6.1 and our related work [225]. Chapter 6.1 considers
the additional concept of rewards, where a rectangular region reduces the cost
if traversed by the ego vehicle.

3.8.1 Obstacle Shapes and Deterministic Formulation

Consider the three configuration states xc =
[
px py ϕ

]> in Cartesian
coordinates. A rectangular shape that defines the occupied set of the ego
vehicle O is centered at the geometric vehicle center (px, py) and rotated by
the heading angle ϕ. The rectangular shape is assumed to overapproximate
the true vehicle shape tightly, cf., Fig. 3.6. The vehicle chassis specifications
determine the size with the chassis length lch and width wch. Likewise, the
occupied set for an SV is defined by the equivalent configuration states psv

x , p
sv
y
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[px, py]>

ϕ

ϕsv

O
Osv

[psv
x , p

sv
y ]>

Figure 3.6: Vehicle configurations with rectangular approximated shapes.

and ϕsv. The occupied set of a rectangular obstacle can be defined in terms of
vehicle configuration states xc by

O(xc) :=
{[

x
y

]
∈ R2

∣∣∣∣∣
∥∥∥∥∥
(

1
2

[
lch 0
0 wch

])91
R9ϕ

([
x
y

]
−
[
px
py

])∥∥∥∥∥
∞

≤ 1
}
,

(3.22)
where Rβ is the rotation matrix for a rotation by angle β. This rectangular
obstacle shape related to vehicles is also referred to as Ov(t) := O (xc(t)).

Other time-varying geometric shapes may also represent obstacles unrelated
to vehicle shapes. The time-dependent occupied area of arbitrary obstacle
shapes is O?(t) ⊂ R2. For example, the infinity norm in(3.22) can be modified
to a smooth function using the sublevel set of any scaled high-order norm
with αp(t) ≥ 2 by

On(t) :=
{
p ∈ R2

∣∣∣∣∥∥∥(p− p0(t))Rϕ(t)diag
(
[sx(t), sy(t)]>

)∥∥∥
αp(t)

≤ 1
}
.

The parameters may be time varying and comprise the offset p0(t), the rotation
angle ϕ(t), the scaling sx(t), sy(t) or the norm parameter αp(t), e.g., as in [221].

Commonly, these shapes are convex. This it allows for a safe over-approximation
within sequential quadratic programming (SQP) iterations [221]. However,
nonconvex shapes were also proposed, such as a union of convex shapes.
Particularly, a union of circles is a well-known approximation of planar shapes,
e.g., see [297, 328]. Another common representation of obstacle shapes is the
intersection of hyperplanes

Ohp(t) :=
{
p ∈ R2|A(t)p ≤ b(t)

}
,

with possibly time dependent hyper-plane parameters A ∈ Rnp×2 and b ∈ Rnp .
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Given a time-varying obstacle shape O?(t), the task of deterministic collision
avoidance involves planning a trajectory τ = {xc(t)|t ≥ 0} with configuration
states xc(t) that satisfy

O(xc(t)) ∩ O?(t) = ∅ (3.23)
for all t ≥ 0. If collision avoidance between the ego vehicle and an SV, given its
configuration states xc,sv, is considered, the obstacle avoidance can be stated as

O(xc(t)) ∩ O(xc,sv(t)) = ∅. (3.24)

Note that the prediction of non-interactive SVs may involve a physical
model f sv(xsv(t), usv(t)) of the SV, which describes the motion by the ODE

ẋsv(t) = f sv(xsv(t), usv(t)), (3.25)

with an input usv(t). By assuming a model of the driver that decides on the
inputs usv(t) and the current state xsv

0 = xsv(0) the SV states can be obtained
by forward simulation.

Static obstacle avoidance refers to avoiding obstacles without time dependency
of the obstacle shape or configuration, thus O?(t) = O?.

Simplifications and Formulations

It is nontrivial to represent the constraint O
(
xc(t)

)
∩ O?(t) = ∅ in the

OCP (3.9), cf., [248]. One possibility involves adding a constraint on the
signed distance between the sets O(xc(t)) and O?(t). The signed distance is
negative if the obstacles overlap and is nonnegative otherwise. However, the
computation of the signed distance is still computationally demanding [248]
and requires reformulations by, for example, exploiting the strong duality of
convex optimization and additional decision variables [320].

A major simplification of the collision avoidance constraint can be achieved by
over-approximating the obstacle shape O?(t) by a shape Õ?(t), with O?(t) ⊆
Õ?(t), such that the implication[

px(t)
py(t)

]
/∈ Õ?(t) =⇒ O

(
xc(t)

)
∩ O?(t) = ∅ (3.26)

holds. This over-approximation is often named shape inflation and allows one to
plan a trajectory without considering the particular ego vehicle orientation. For
example, if two rectangular shapes for the SV and ego vehicle are considered as
in Fig. 3.6, the over-approximated shape Õ?(t) can be chosen to be a circle with

Õ?(t) =
{
p ∈ R2∣∣||p− psv(t)||2 ≤ r̃

}
,

and radius

r̃ =
√

(lch/2)2 + (wch/2)2 +
√

(lsvch/2)2 + (wsv
ch/2)2,
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centered at the SV position (psv
x , p

sv
y ). For numerical optimization algorithms,

it is favorable if the shape Õ?(t) is convex and smooth, cf. [221].

The typically convex definition of obstacles leads to nonconvex optimization
problems when considering the obstacle-free space [159]. In fact, avoiding
multiple obstacles imposes an NP-hard problem [159] and requires techniques
from discrete optimization. Many popular algorithms simplify the problem by
discretizing the state-space and transforming the motion planning problem to a
graph-search problem [159, 199]. However, this inevitably suffers from the curse
of dimensionality and imposes the reduction of the number of states and controls
in the vehicle model, e.g., as in [8]. Clearly, this may increase the suboptimality.
Alternatively, the combinatorial part of the problem, i.e., the nonconvexity, can
be reformulated by using discrete optimization variables, leading to a mixed-
integer program (MIP) problem structure. Since the problem at hand is in
the challenging NP-hard complexity class, it may not be surprising that MIPs
are equally hard to solve. Particularly, real-time environments are challenging.
However, the subclass of MIQPs, which requires convex quadratic costs and
linear constraints, can be solved more efficiently thanks to powerful commercial
solvers that automatically exploit problem structures and utilize heuristics.
MIQP planning formulations and the corresponding solvers are on the brink
of being real-time feasible in practice. For example, the authors in [213] have
proposed a decision-making and planning framework based on MIQPs with
evaluations on embedded hardware. Since MIQPs require linear models, the
constraints in OCP (3.9d) need to be linearized. An MIQP problem formulation
requires a linear model, which could be a point-mass model in Frenet coordinates
such as in Sect. 3.4, or linearizing higher fidelity models at a set point.

The linearization of the model and other constraints limit the use of these
formulations to specific scenarios where the linearization captures the dynamics
well enough. Notably, the computation time can still be too high for specific
scenarios. Two strategies to sufficiently decrease the computation time in
highway scenarios are proposed in Chapter 6.2 and 6.3 and our related
works [227] and [229], respectively. In Chapter 6.2, the fundamental idea
is to decrease the discrete variables by an efficient MIQP formulation. In
Chapter 6.3, a speedup is obtained by utilizing machine learning methods to
predict the discrete variables of the problem through extensive simulations and
tailored neural network (NN) architectures.

Interactive Vehicles

In this thesis, collision avoidance for interactive vehicles in the deterministic
case considers a dependency of the SV configuration state xc,sv on the ego
vehicle configuration state xc, such as used, e.g., in [93]. What is here referred
to as “interactive vehicles” may also be referred to as “planning by forward
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simulation”, cf. [59]. It can be modeled by a time-varying ODE

ẋc,sv(t) = f sv(xc,sv(t), xc(t), t
)
.

This model is referred to as the deterministic interactive behavior model.
Regarding the consideration of an interactive SV in the planning problem (3.9),
the OCP needs to be augmented by the SV dynamics. However, besides the
requirement of such a behavior model and the additional states, the complexity
for solving the OCP does not increase fundamentally. Notably, if the SV is
assumed to optimize its own cost and can change its policy, the problem is
considered a game-theoretic problem or multi-agent problem. Game-theoretic
or multi-agent problems are considerably harder to solve and described in
Sect. 3.8.3. For example, the “intelligent driver model (IDM)” [286] or the
“minimizing overall braking induced by lane change (MOBIL)” model [142] are
considered interactive vehicle models.

3.8.2 Stochastic Collision Avoidance

So far, the predictions of SVs were assumed to be known deterministically.
However, the uncertainty of the prediction may also be accounted for by a
stochastic prediction. In the following, the discrete-time notation is used because
stochasticity is rarely expressed in continuous-time in the related literature.
Similar to [326], a probability distribution ∆(·|xc,sv

k , xk) describes an interactive
consecutive SV configuration state xc,sv

k+1 at time (k + 1)t∆, with

xc,sv
k+1 ∼ ∆(·|xc,sv

k , xk).

The distribution may also be modeled non-interactively by ∆(·|xc,sv
k ), only

depending on the SV state xcv
k , cf. [26, 102, 263, 323]. Stochastic collision

avoidance now requires that the constraints are satisfied by a certain
probability η ∈ [0, 1], also referred to as confidence level. The so-called chance-
constrained collision avoidance constraint may then be formulated by

prob
(
O(xc

k) ∩ O(xc,sv
k ) = ∅

)
≤ 1− η

when the SV state follows the distribution xc,sv
k ∼ ∆(·|xcv

k−1, xk−1). If the
distribution ∆ has finite support, the confidence level η may be equal to one,
corresponding to the so-called robust formulation, cf., [263, 26]. The robust
formulation accounts for the worst case of all configuration states following the
distribution ∆.

SVs can be modeled hierarchically by a driver model, expressed by a probability
distribution πsv(·|xc,sv, xc) that determines the SV controls usv

k ∼ πsv(·|xc,sv, xc)
of the vehicle model, cf., [323]. The distribution πsv(·|xc,sv, xc) is assumed to
model the behavior of the SV, therefore, referred to as behavior model.
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Commonly, Gaussian processes are used to model the distribution ∆, e.g., [102]
with a non-interactive prediction model and [326], using an interactive prediction
model based on a Gaussian process.

3.8.3 Game-Theoretic Collision Avoidance

In real-world scenarios, other drivers’ behavior may change arbitrarily at each
time step by strategic long-term reasoning [59, 161]. Game theory provides
a framework to describe the behavior of multiple vehicles or, more generally,
multiple agents. Each agent is assumed to optimize its own objective, given
possibly limited information about the overall scenario, i.e., the dynamic game.
Depending on the assumptions, the game-theoretic framework can have many
particularities and mathematical challenges. Note that the aim here is to give
a relatively high-level introduction. Game-theoretic methods pose significant
challenges to the online optimization framework.

In general, the individual costs of the agents can be arbitrary, leading to so-
called general sum games of multiple agents, which are hard to solve. Solving a
game usually relates to finding the lowest-cost Nash equilibria. Nash equilibria
occur if, for chosen agent policies or player strategies, none of the players can
improve their cost by changing solely their own policy. For example, consider
two vehicles passing through a narrow gap where only one fits at a time.
Furthermore, consider that there is a small negative cost for traversing quickly
through the gap and a high cost for a collision. The two vehicles’ policies allow
either waiting and letting the other driver pass or proceeding with driving. The
two Nash equilibria are the two combinations of policies where one vehicle waits
and the other passes. This example clearly shows that some problems may arise
in this context. First, it is assumed that all agents know the game’s structure
and act rationally. Secondly, if there are several, there needs to be an agreement
on which Nash equilibria is played.

For competitive scenarios, the agents’ objective may be simplified from a general
sum game to a zero-sum type corresponding to a zero-sum over all individual
costs of the agents. This type of game is often used in race car scenarios, e.g.,
in [299, 168].

Another simplification may be applied in driving scenarios, where one may
assume that all agents cooperate as opposed to acting against each other. More
realistic than pure cooperation would be a semi-cooperative modeling using a
Social Value Orientation [57], which originated from social psychology.

If the game is modeled as a Stackelberg game, a leader and follower structure is
assumed, and the arising equilibria are named Stackelberg equilibria, c.f, [58,
316, 90]. In this setting, the power of the ego agent is overestimated in the
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Chapter Obstacle or SV Type

Planner Controller Environment

Ch. 5.1, [222] N/A N/A N/A
Ch. 5.2, [228] N/A non-interactive,

deterministic,
moving

non-interactive, de-
terministic, moving

Ch. 6.1, [225] non-interactive,
deterministic,
static, maze-like
shapes

non-interactive,
deterministic,
static, tunnel

non-interactive, de-
terministic, static,
maze-like shapes

Ch. 6.2, [227] interactive, deter-
ministic, moving

non-interactive de-
terministic moving

interactive, stochas-
tic, moving

Ch. 6.3, [229] interactive, deter-
ministic, moving

non-interactive de-
terministic moving

interactive, stochas-
tic, moving

Ch. 7.1, [226] non-interactive,
deterministic,
moving, adaptive

N/A non-interactive, de-
terministic, moving,
adaptive

Ch. 7.2, [224] interactive,
stochastic, moving

interactive, deter-
ministic, moving

interactive, stochas-
tic, moving

Table 3.3: Comparison of the types of SV and obstacles.

context of games related to autonomous driving but still yields a reasonable
approximation, as, for instance, in [90].

Obstacle and surrounding vehicle types used in this thesis. In Tab 3.3, a
comparison of the obstacle types used within the main contributions of this thesis
is given. Mostly, deterministic obstacles were used, possibly with interaction
models. Stochastic obstacle models often have the disadvantage of a higher
computational burden, which increases the required sampling time.



Chapter 4

Software and Hardware
Environments

This thesis comprises contributions that are specific to optimization-based
motion planning and collision avoidance on highways, in racing scenarios, or
generic for general motion planning and control problems on roads. Therefore,
also the testing environments differ. For highway scenarios, the testing
environment CommonRoad [13] was used that utilizes the traffic simulator
SUMO [155] as a backend. Algorithms that targeted problems in racing
environments were tested on an embedded autonomous driving (AD) software
stack of the Autonomous Racing Graz (ARG) in the real-world racing series
Roborace [233] and on a custom simulation environment. The racing series
organizer Roborace [233] stopped operating in 2022.

The following introduces and summarizes the different environments in the
overview Table 4.1.

4.1 Autonomous Racing Graz Stack

In the years 2020 and 2021, the race car series Roborace [233] conducted
two racing series for autonomous vehicles on real race tracks where seven
international teams competed with their software solutions. The event organizers
provided the teams with real-sized vehicles named Devbot 2.0, including the
electrical and mechanical framework, cf, Fig. 4.1. Moreover, an onboard
computing platform was provided with basic functionality. The teams had
to develop their compatible software stack. The two works of Sect. 6.1 and 7.1,
corresponding to the papers [225] and [226], emerged from these racing series
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Chapter, Ref. Testing Environment Type

Sect. 5.1, [222] custom Python-based generic
Sect. 5.2, [228] custom Python-based generic
Sect. 6.1, [225] Nvidia Drive PX2, Autoware-ARG ROS [247] racing
Sect. 6.2, [227] CommonRoad [13], SUMO [155] traffic
Sect. 6.3, [229] CommonRoad [13], SUMO [155] traffic
Sect. 7.1, [226] Nvidia Drive PX2, Autoware-ARG ROS [247] racing
Sect. 7.2, [224] custom Python-based racing

Table 4.1: Comparison of simulation environment is given for each Chapter and
contribution. The following abbreviations are used: ARG (Autonomous Racing
Graz). The testing environments and Chapters target different objectives of AD
and are clustered into three types: generic, i.e., independent of the environment,
racing, and traffic scenarios.

Figure 4.1: The Roborace vehicle Devbot 2.0 used in real-world races in the
years of 2020 and 2021.
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within the ARG team and were tested in real-world events. In the following,
the software stack of the ARG team is introduced along the lines of a more
detailed overview in [247].

Hardware. The Devbot 2.0 vehicle was equipped with sensors and actuators
that were controlled by electrical control units (ECUs) and provided by the
organizers of Roborace. The data was transmitted via Ethernet and the control
area network (CAN) bus. Two distinct platforms were used. First, a real-time
platform with a Speedgoat Unit Real-Time Target Machine was established that
meets the desired real-time requirements for the low-level control and estimation
algorithms. Secondly, the central ARG computing platform comprises an
NVIDIA Drive PX2 hardware. The NVIDIA hardware is based on an ARM64
controller architecture.

Software. The functional components of the software are split into sensing,
perception, planning, and control. The control is part of the real-time software
for the Speedgoat Unit Real-Time Target Machine and was developed in
Matlab/Simulink utilizing the Matlab code generation tools. The sensing,
perception, and planning modules are part of the ARG software stack [247]. The
sensing module comprises the interaction with the sensor interfaces, including
GPS and V2X communication. The V2X communication was used to broadcast
information about virtual obstacles. The received data was processed via an
object detection module. The perception module involves processing sensor data
to obtain a state estimation of the ego vehicle and surrounding vehicles (SVs).
Additionally, the perception module involves object prediction, which is the
central part of Sect. 7.1 and the publication [226]. The planner modules comprise
the trajectory planner based on the solver acados [291] for optimal control
problem (OCP)-structured nonlinear programs (NLPs). For combinatorial
challenging obstacle avoidance problems, an additional mixed-integer linear
programming planner was used to determine the homotopies relevant for the
lower-level planner, cf., Sect. 6.1. In addition to the functional modules
introduced above, a substantial system diagnosis module was employed to
monitor and diagnose the software framework. The ARG software stack operates
on an Ubuntu 22.04 operating system, utilizing ROS 2 [174] Humble Hawksbill
and CycloneDDS [4] and Iceoryx [5] for shared memory communication.

Autonomous driving stack configurations. Software development requires
various settings for rapid development, as real-world experiments are expensive
and labor-intensive. Therefore, the AD stack was developed in four different
phases that differ mainly in the simulated vehicle and the computing platform.
First, a ROS-based version of the stack using a custom simple kinematic single-
track model was utilized. The vehicle model was simulated by integrating the
dynamics with an RK4 integration step. This framework was utilized on the local
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machines of the developers in a Docker container for rapid development. In the
second step, the simple kinematic single-track model was replaced by the Hive
Simulator, a higher-fidelity simulator that the Roborace organizers provided.
In the next step, the hardware was aligned with the real-world environment.
Therefore, the ARG stack was executed on the destination hardware NVIDIA
Drive PX2, and the low-level control was executed on the Speedgoat platform.
The final and most expensive stage involved testing the software on the real
vehicle. This testing was usually performed remotely with local support from
the Roborace development team.

4.2 CommonRoad Interactive Simulation Environ-
ment

Interactive traffic was simulated using the higher-level software framework
CommonRoad [13], which provides a Python-based interface to the traffic simulator
SUMO and a library of planning problem scenarios. The CommonRoad environment
comprises several modules for motion planning tasks. Its main objective is
to provide composable benchmarks for researchers to evaluate their motion
planners. The main modules involve motion planning utilities, scenario creation,
implemented motion planners, driving stack interfaces, simulator interfaces,
and a reinforcement learning environment. In this thesis, mainly the simulator
interface [150] to SUMO [170], the provided benchmarks and utility functions for
the evaluation and animation of those scenarios were used. The finite number
of benchmarks of CommonRoad are typically composed of fixed motion planning
problems that involve deterministic traffic, a start, and a goal region or task.
The problem setup requires a strong alignment of the user software with the
CommonRoad workflow. This allows to compare ego motion planning results with
other motion planners from the community.

For most motion planning problems relevant to this work, no previous benchmark
results were available. The rigorous evaluation of the proposed planners required
testing on a large number of randomized scenarios to detect potential crashes
and evaluate the average closed-loop performance. Consequently, the interactive
simulations were adapted to randomize the traffic and the initial state. Moreover,
a custom goal formulation according to the specific problem of lane-changing
in [227] or maintaining traffic rules and a target speed at multi-lane highway
scenarios [229] was implemented.
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4.3 Custom Python-Based Environment Vehicle-
gym

As part of this thesis, a custom Python-based development environment was
developed that features a modular approach to rapidly test and evaluate motion
planning and control algorithms. The environment is open-source available at
github.com/RudolfReiter/vehicle_gym.

The environment consists of a core library with dedicated object-oriented
modules that maintain certain targets of the framework, cf., Fig. 4.2 and a
reinforcement learning (RL) module that targets interfaces to machine learning
libraries and learning-based decision-making algorithms.

Core vehiclegym environment. The core vehiclegym environment is used to
test numerical algorithms related to motion planning without utilizing learning-
based interaction. In this thesis, the core environment is used in Sect. 5.1 and 5.2.
Two types of input data files are used. One file defines the road geometry by
waypoints, and another set of files defines vehicle parameters, such as their
geometry, weight, and friction coefficients. The road definition files comprise
real-world race tracks obtained from the Roborace [233] ecosystem. Vehicle
parameters are either obtained from Roborace for their custom vehicle Devbot
2.0 or from the CommonRoad framework [13]. At the framework’s core, a simulator
can simulate an arbitrary number of interacting vehicles. The simulator requires
several objects, i.e., a road object, MPC modules for each simulated vehicle,
and a simulation model which can either be a symbolic CasADi [14] expression
or a CommonRoad vehicle module. The simulator simulates one time step of each
vehicle model and subsequently broadcasts all vehicle states to the corresponding
MPC modules.

The MPC modules then perform a prediction of each other vehicle and compute
their subsequent controls. If a symbolic model is used, the model is simulated
by an RK4 step with the specified sampling time. In case a CommonRoad model
was used, the CommonRoad simulator is utilized. Each MPC module requires
a symbolic CasADi expression in order to construct an NLP-MPC solver with
acados [291] which is compiled into a c-code encapsulation. The MPC module,
the simulator, and, possibly, the vehicle model in Frenet coordinates require
to be instantiated with the road object. The road object contains splines that
represent the road center line and the left and right road boundaries.

Moreover, the road object provides convenience functions. For example,
a random road can be generated by randomizing the curvature and the
road boundaries in a specific interval. The road randomization, along with
the randomization of initial vehicle positions is essential to evaluate the
corresponding algorithms in this thesis in various random settings. Evaluation

https://github.com/RudolfReiter/vehicle_gym
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Figure 4.2: Modules involved in the vehiclegym environment. Data files are
shown as round ellipses, and classes within the modules are rectangular. The
RL environment arranges modules from the core vehiclegym environment in a
classical RL composition.

is performed by two modules, an animator for qualitative comparison and
quantitative evaluations of different performance indicators such as the CPU
computation time of the MPC optimizer, the final progress and potential
collisions.

Vehiclegym reinforcement learning environment. The vehiclegym-rl envi-
ronment uses the modules from the vehiclegym to compose an OpenAI gym
environment [50], cf., Fig. 4.3. The vehiclegym-rl environment comprises
various different agents that are simulated simultaneously. Two agent types,
i.e., a conventional MPC agent as described above and a lane-keeping agent
with a decoupled speed and lateral lane-keeping control, are simulated as
part of the environment without trainable parameters. Two further agent
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types contain learnable parameters θ, implemented as PyTorch [202] neural
networks (NNs). First, a hierarchical agent type along Chapter 7.2 and the
related work [224] is provided, comprising a model predictive control (MPC)
lower-level and an RL higher-level planner. Secondly, a pure NN-based RL agent
is provided. The vehiclegym-rl framework is derived from the OpenAI gym
environment [50] and, thus, provides the basic RL functions to interact with
the environment. Therefore, a reward function and an observation function are
deployed within the vehiclegym-rl framework. Both functions are crucial for
the training performance of the learnable agents. The RL interaction is further
wrapped in a hydra decorator to manage the RL training, which involves an
abundance of hyper-parameters. The RL algorithms are obtained from the
StableBaselines-3 library [214].
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Figure 4.3: Modules involved in the core vehiclegym-rl environment. Data
files are shown as round ellipses, and classes within the modules are rectangular.
The modules are clustered into scenario definition modules, simulation modules,
and evaluation modules.



Chapter 5

Model Formulations for
Optimization-Based Motion
Planning

Using derivative-based numerical optimization for solving motion planning
and control problems requires appropriate model formulations. Linear models
would be favorable since they pose a necessary condition to formulate convex
programs, which usually can be solved efficiently [46]. However, linear models
do not sufficiently approximate the real-world model to achieve the required
closed-loop performance. Smooth nonlinear models can be used as part of
a nonlinear program (NLP). The performance of NLP solvers significantly
depends on the particular nonlinearities imposed by the chosen model. In
Sect. 5.1, an approach to parameterizing a curvilinear model is presented, which
improves the convergence properties of the NLP solver and, therefore, the
closed-loop performance of a model predictive control (MPC) that requires
the solution of the NLP in each iteration. Furthermore, the feasible state-
space related to obstacle avoidance constraints is often formulated nonconvex
to allow for a larger feasible planning space. However, when the infeasible
set covering the obstacle is formulated convex, the nonconvex formulation of
the feasible set can yield favorable numerical properties for NLP solvers. In
Sect. 5.2, a novel model formulation is proposed that includes convex obstacle
sets, along with a curvilinear projection on the Frenet coordinate frame (FCF).
This curvilinear projection enables a straightforward formulation of typical
autonomous driving (AD) objectives. The model extends the state-space to two
coordinate frames.
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5.1 Parameterization Approach of the Frenet Trans-
formation for Model Predictive Control of
Autonomous Vehicles

In this section, the paper published in [222] is reprinted with permission of Moritz
Diehl. Note that the formatting of some formulas, terms, and numbers has been slightly
adjusted for consistency without changing their meaning or content.

The contributions of each author are listed in the following.

Rudolf Reiter: idea, programming, design of the experiments, writing of
the document

Moritz Diehl: mathematical corrections, stylistic corrections, linguistic
improvements

©2021 European Control Association. DOI: 10.23919/ECC54610.2021.9655053

Abstract. Model predictive control (MPC) and nonlinear optimization-
based planning for autonomous vehicles are often formulated in a transformed
coordinate frame, namely the curvilinear Frenet frame. Mostly, the center
line of the road is used as a transformation curve, but the choice of the
transformation curve might have properties that make the optimization problem
hard or even infeasible to solve in the whole search space. This paper
proposes an optimization-based parameterization approach to establish an
alternative transformation curve that yields favorable numerical properties for
the consecutive use of numerical optimization approaches such as MPC. The
optimization objective minimizes the change of curvature and pushes the evolute
(i.e., singular region) of the transformation curve outside the feasible region. The
convergence improvement of the proposed parameterization approach in terms
of integrator precision, optimization time, and iteration counts is compared in
simulation examples using a time-optimal nonlinear optimization formulation.

5.1.1 Introduction

In the last decade, nonlinear optimization-based approaches for both trajectory
planning and control of autonomous vehicles have been investigated actively
in scientific research and real-world applications ([100, 199, 167]). Nonlinear
optimization helps to either perform control tasks which respect nonlinearities
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Figure 5.1: Center line transformation.

and constraints or plan optimal trajectories or paths for motion control systems.
Many of the existing approaches use a particular state transformation, which
maps the Cartesian states to a road-aligned path formulated as a curve in
the Cartesian frame. The transformed frame is referred to as “Frenet frame”
and used for example in [151, 195, 65, 293, 292]. This leads to favorable
properties of the resulting system model regarding optimization objectives and
the structure of the resulting NLP. The formulation of maximum path progress
with a constant time horizon, which corresponds to time-optimal planning,
is straightforward by maximizing the system state of path progress, and the
tracking of the transformation curve can be achieved easily by minimizing the
lateral distance state. Also, the motion of other traffic participants is typically
aligned with the road, which can be integrated easily into the constraints. The
choice of the road center line as a transformation curve comes naturally since
the reference curve and the road boundaries are often parallel to the center line.
Other traffic participants also often move along center-lane-aligned trajectories.
This usual choice of the transformation curve is shown in Fig. 5.1. Due to
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these advantages, the center line is widely taken as the transformation to the
road geometry, and restrictions are put on the road geometry itself to make
this transformation unique and free of singularities [151, 292]. In contrast to
academic cases, real-world scenarios come with several differences, which make
the choice of the transformation curve a design parameter or even require a
necessary adaption so that the whole road space is feasible for the system states.
So far, no work has considered this transformation as a design parameter; it
was rather taken as given input. Given a point on a curve, an osculating circle
describes a circle that has the same tangent as the curve in this point and which
has the same curvature (Fig. 5.7 shows the osculating circle in point pi). The
curve, describing the evolution of the center of the osculating circles, is referred
to as evolute. As a hard constraint for the choice of the transformation curve, the
road boundary perpendicular to the transformation curve must be closer than
its oriented radius of all osculating circles of the planar transformation curve.
Since an NLP is an approximation of the optimal control problem (OCP) and
approximated with a discretization in time, the distance of the road boundary
to the evolute must even be raised by a certain factor to achieve numerical
robustness. By transforming the vehicle model into the Frenet coordinates, the
curvature becomes part of the dynamic system. Consequently, the nonlinearity
of the curvature also becomes part of the vehicle model. Besides of the hard
constraint regarding the singularity emerging from the curvature, this work
also addresses further favorable properties of the transformation choice. The
dynamic state equations (including the curvature) enter the NLP by equality
constraints and at least one derivative is used by the solver. Good convergence
properties are achieved if higher-order derivatives of the NLP constraints can
be lowered, and this is performed by the presented parameterization of the
transformation curve. An example of the parameterized curve is shown in
Fig. 5.2. For known tracks (e.g., race tracks, known road networks), the
transformation can be computed offline in advance.

5.1.2 System Model

Single Track Model

A kinematic model in a curvilinear reference frame is used, which was presented
first in [302] and leads to a slip-free tire model. The direction of the movement of
the center of gravity (CG) with the vehicle mass m is given by the angle ψ + β,
where ψ is the vehicle orientation. The side-slip angle β is defined as depicted in
Fig. 5.3 and gives the relative angle of motion related to the vehicle coordinate
system. The side-slip angle is given by

β = arctan
(

lr
lr + lf

tan δ
)
. (5.1)
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Figure 5.2: Suggested transformation with objective as in (5.13).

The system model can then be described by the following Equations (5.2) in the
Cartesian coordinate frame. The velocity vector v denotes the velocity related
to the CG.

ṗX = v cos(ψ + β) (5.2a)

ṗY = v sin(ψ + β) (5.2b)

ψ̇ = v

lr
sin β (5.2c)

v̇ = F d
x
m

cosβ (5.2d)

The geometry of the vehicle is simply described by the longitudinal position of
the CG with the front distance lf and the rear distance lr. The input force F d

x
only acts on the rear wheel, whereas the steering angle δ only deflects the
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Figure 5.3: Kinematic single-track model.

front wheel, which is an arbitrary choice and does not influence the proposed
algorithm.

Curvilinear Transformation

So far the system model is independent of any road geometry, but as pointed out,
a useful transformation leads to the vehicle system equations in the Frenet frame.
It leads to the dynamic system (5.3) with the states x =

[
s, n, α, v

]T and
controls u =

[
F d

x , δ
]>, which now depend on the curvature. Here, path-

aligned states are used, which describe the progress on the transformation
path s(t), the normal distance to the transformation path n(t), and the heading
angle mismatch α(s, t) = ψ(t) − ψc(s). In many works, e.g., [292, 151], this
transformation is performed along the center line, which is generally not the
case here.

ṡ = v cos(α+ β)
1− nκ(s) =: fs(x) (5.3a)

ṅ = v sin(α+ β) (5.3b)

α̇ = ψ̇ − κ(s)ṡ =: fα(x) (5.3c)

v̇ = F d
x
m

cos(β) (5.3d)

The equations can be summarized by the nonlinear dynamic system equations
of first order.

ẋ = f(x, u) (5.4)
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Figure 5.4: Path-parametric model as in [151].

Note that the curvature κ(s) together with bounds on the normal distance
state n now fully describe the road geometry. Fig. 5.4 shows the transformation
of a point to the curve γ(s), normal distance n, the error angle α and the
heading angle of the reference ψr.

5.1.3 Newton-Type Optimization

As described in [151], the time-optimal racing problem can be described very
generally by the following multiple shooting NLP and allows the usage of a
Gauß-Newton Hessian approximation but might also be solved with an exact
Hessian [217]. It is important to emphasize that the presented approach shifts
the reference line, which might not be desired for certain applications. For
those applications, a reference offset could be used, but it is out of the scope of
this work. The time dependence of the states x and controls u is discretized
with fixed time intervals ∆t and an integration scheme F (xk, uk,∆t). Equation
(5.5e) puts constraints on the states, which can depend on the path variable s as
well as on the time index k, to account for time-varying constraints like moving
obstacles.

min
x0,...,xN ,
u0,...,uN−1

N−1∑
k=0
‖xk − xk,ref‖2Q + ‖uk‖2R + ‖xN − xN,ref‖2QN

(5.5a)

s.t. x0 = xc, (5.5b)

xk+1 = F (xk, uk,∆t), k = 0, . . . , N − 1, (5.5c)

u ≤ uk ≤ u, k = 0, . . . , N − 1, (5.5d)

xk(sk) ≤ xk ≤ xk(sk), k = 0, . . . , N − 1, (5.5e)
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Newton-type algorithms use first-order (Gauß-Newton Hessian) or second-
order derivatives (exact Hessian) of the constraints, which are particularly
interesting for (5.5c) and (5.5e), since both equations are influenced by the
chosen representation of the road geometry κ(s). Since (5.5e) is, in general,
driving scenarios not exactly known a priori, it can just be assumed that
obstacles move and their geometry is aligned along the center line. Nevertheless,
the model integration (5.5c) is of fixed structure, which can be exploited in order
to parameterize the transformation of the road geometry, resulting in κ(s). By
taking a closer look at the system dynamics 5.3a, the function value is heading
towards infinity if the normal distance of the transformation line n is close to
the reciprocal value of κ(s), which corresponds to the radius of curvature. The
curvature ratio ρ(s, n) can be defined as the ratio of the lateral distance n to the
radius of the osculating circle R(s) = 1

κ(s) , which yields ρ(s, n) = n
R(s) = nκ(s).

5.1.4 Singularity and Smoothness Problem

By symbolically computing the first (5.6) and second (5.7) partial derivatives
of the state s, it is further obvious that the denominators have quadratic
dependence on the nonlinearity described above, which make the resulting
Jacobian of the constraints arbitrarily ill-conditioned if the curvature ratio ρ(s, n)
is sufficiently close to 1. Equation (5.6) shows that higher order derivatives for
the differential equations of the integrator in (5.5c) can be lowered by reducing
the maximum possible value for the denominator, which is the main subject of
the presented parameterization approach. According to [194], it can generally be
assumed that lowering higher order derivatives increases convergence properties
of usually applied numerical solvers.

∂fs(x)
∂s

= v cos(α+ β)nκ(s)′
(1− nκ(s))2 (5.6a)

∂fα(x)
∂s

= −(κ(s)′fs(x) + κ(s)∂fs(x)
∂s

) (5.6b)

∂2fs(x)
∂s2 = v cos(α+ β)n((1− nκ(s))κ(s)′′ + 2n(κ(s)′)2)

(1− nκ(s))3 (5.7a)

∂2fα(x)
∂s2 = −κ(s)′′fs(x)− 2κ(s)′ ∂fs(x)

∂s
− κ(s)∂

2fs(x)
∂s2 (5.7b)

Also the partial derivative κ(s)′ should stay small to reduce higher order
derivatives.
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Figure 5.5: Geometry of waypoint borders.

5.1.5 Optimal Curvilinear Parameterization

Using the previously defined weaknesses of the center line transformation
approach (i.e. mainly the singularities close or inside the feasible region) as
costs, a novel parameterization approach is presented, which is formulated as an
NLP. By means of discrete geometric considerations, the singularity is pushed
outside the feasible region, and the curvature along the path length variable is
smoothed while the distance to the center line is kept as close as possible. The
solution transformation not only guarantees that no singularities are located
inside the feasible region but also pushes these very nonlinear regions outside the
feasible region as far as possible. Here, the waypoints oi ∈ R2 describeN discrete
points of a given piece-wise linear reference curve Γo(s) in the Cartesian frame,
depending on the path length s. The vector vi ∈ R2 represents the tangent norm
vector, with ‖vi‖ = 1 pointing “left” facing the positive road direction, as shown
in Fig. 5.5. The scalar value ti ∈ R is used as the i-th element of the optimization
variables t = [t0, ..., tN ]T ∈ RN and shifts the reference point towards the road
boundaries, resulting in the shifted point pi (Fig. 5.6). The road borders
are given as maximum or minimum deflection ti of point pi into direction vi,
which are denoted by tmax

i or tmin
i . At the discrete total path length si of the

piece-wise linear reference path, it holds that Γ(si) = pi. The distance vector
between point pi and pi+1 is given by hi, where ∆si = si+1 − si = ‖hi‖.
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Figure 5.6: Geometry of waypoint displacement.

pi =
[
px,i
py,i

]
= oi + tivi (5.8)

hi =
[
hx,i
hy,i

]
= pi+1 − pi (5.9)

As shown in [259], the discrete curvature κi for unequally spaced points can be
computed by means of the first central and second finite differences, with the
notation of D1

i for first, D2
i for second discrete derivatives and the composition

of Dn
i =

[
Dn
x,i, Dn

y,i

]T . Another method to compute the discrete curvature
would be the method of osculating circles as shown in [124].

D1
i :=− ∆si

∆si−1(∆si + ∆si−1)pi−1−

∆si + ∆si−1

∆si∆si−1
pi + ∆si−1

∆si(∆si + ∆si−1)pi+1 (5.10a)

D2
i :=2∆sipi−1 − (∆si + ∆si−1)pi + si+1pi+1

∆si−1∆si(∆si + ∆si−1) (5.10b)
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Figure 5.7: Geometry of osculating circle.

κi(ti−1, ti, ti+1) =
D1

x,iD
2
y,i −D1

y,iD
2
x,i

((D1
x,i)2 + (D1

y,i)2) 3
2

(5.11)

The discrete curvature is now used to formulate an overall objective, which is the
sum of several objectives. First, the maximum value of the ratio of the “inner”
(the side where the curve bends) boundary distance tmin

i −ti if κi < 0 or tmax
i −ti,

if κi > 0, to the signed radius of curvature Ri = 1/κi is minimized by means of
the slack variable ρ̄. The osculating circle to point pi is sketched in Fig. 5.7,
which also shows the maximum deflection tmin

i − ti of the reference curve Γ(s) at
point s = si. Note that the vector to the center of the osculating circle, which
is a multiple of the new tangent vector v̄i to Γ(si) generally does not need to
be parallel to the tangent vector vi of the initial curve Γ0(si). Nevertheless, it
is assumed that the vectors vi and v̄i are equal since the mismatch is generally
small if the curve Γ0 is initialized properly, i.e. close to the center line. The slack
variable ρ̄ bounds the maximum allowed value of the curvature ratio ρ = nκ
and is also bounded by a value ρ̄max, which should be between 0.5 and 0.95
and penalized by a cost Tρ(ρ̄). The optimization figuratively pushes the evolute
shown in Fig. 5.2 off the boundaries and guarantees that they do not intersect
by the constraint on ρ̄. The parameter wρ contributes to the shape of the
penalty function for relevant values 0 < ρ̄i < ρ̄max and might also be set to
zero, if ρ̄max is used conservatively, i.e., low values. It is noteworthy that this
objective alone would lead to a flat minimum, which would result in nonsingular
solutions. Secondly, the discrete derivative of the curvature is minimized and
weighted by wdκ in objective Tdκ. Thirdly, a term Tdc(t) is added, which can
be used to force the resulting transformation line towards the road center. This
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might be useful if obstacles parallel to the center line are added.

Tdκ(t) =
N−2∑
i=1

(
κi+1(ti, ti+1, ti+2)− κi(ti−1, ti, ti+1)

‖hi(ti, ti+1)‖

)2
(5.12a)

Tdc(t) =
N∑
i=0

(
tmin
i + tmax

i

2 − ti
)2

(5.12b)

Tρ(ρ̄) =
N−1∑
i=1

ρ̄i
1− ρ̄i

(5.12c)

min
ρ̄ ∈ RN−1, t ∈ RN

wρTρ(ρ̄) + wdκTdκ(t) + wdcTdc(t)

s.t. tmin
i ≤ ti ≤ tmax

i i = 0, . . . , N,

(tmin
i − ti)κi ≤ ρ̄i i = 1, . . . , N − 1,

(tmax
i − ti)κi ≤ ρ̄i i = 1, . . . , N − 1,

ρ̄i ≤ ρ̄max i = 1, . . . , N − 1

(5.13)

5.1.6 Simulation Results

Integration Error

Since the integration scheme which is used in order to obtain an NLP out of
the OCP by direct multiple shooting is one of the most important contributors
to the overall accuracy of the OCP solution, the improvement of the integration
performance is shown in a simplified setting (Fig. 5.8). The vehicle model
(lr = 2 m and lf = 1 m) in the Cartesian frame (5.3) as well as the vehicle
model in the Frenet frame (5.3a) are forward simulated with a constant speed
of 1m

s and a constant steering angle of δ = −0.15 rad. The “Frenet model” is
transformed into the Frenet frame with respect to a transformation curve, given
as a circle. This circular transformation curve leads to a constant curvature,
and the center point of the circle represents the whole singularity. In subsequent
experiments, this circle is displaced along a line that crosses the motion path
of the vehicle. The displacement is characterized by the maximum curvature
ratio ρmax, which is the maximum value of the curvature ratio ρ(s, n) along the
exactly simulated trajectory. This value would be equal to zero if the integrated
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Figure 5.8: Integration setting.

trajectory lies exactly on the transformation curve (circle perimeter) and equal
to one if the trajectory crosses the radius center (singularity). Two different
integration schemes are used (Euler and Runge-Kutta-4 (RK4)) in order to
demonstrate the superior integration result in terms of the end-point error to
simulate a quarter-circle path exactly. Additionally, each integration scheme
is performed with different step lengths. As a step size ∆t0 = 2.6 s is used. In
Fig. 5.9, the integration schemes are compared, dependent on the curvature
ratio ρ for a certain step size. The Euler integration was performed with four
times the number of steps than the RK4 integration to compare them related
to their number of function evaluations. It can easily be verified that at some
value of the curvature ratio ρ, each integration scheme shows high errors, and
at some ratio ρ, the end-point simulation error is rather randomly close to the
exact solution. Based on these observations, for a given integration scheme, it
is obvious to set an upper border for the curvature ratio ρ in order to define
the transformation curve.

The integration performs best if the simulated path is located exactly at the
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Figure 5.9: Integration errors.

transformation curve (curvature ratio ρ = 0) and performs poorly if the path is
located close to the singularity (curvature ratio ρ = 1). For negative curvature
ratios ρ, Euler integration always performs better with the Frenet model.
Although, if the Runge-Kutta-4 integration scheme is used, the Cartesian model
is superior, despite a curvature ratio of ρ = 0.

Model Predictive Control

To point out the superior properties of the presented approach for parameterizing
the transformation curve, an exemplary task for time-optimal MPC is solved.
The time-optimal trajectory for the curve in Fig.5.2 is obtained by solving an
NLP of the form (5.5). Two different transformation curves are compared as
shown in Fig. 5.1 for the center line and Fig. 5.2 for the numerically better
behaving parameterized optimal transformation curve, which was obtained
by solving (5.13) (wdc = 10, wρ = 10, ρ̄max = 0.7 and wdκ = 108). The
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Table 5.1: Comparison of transformation curves for MPC.
Statistical NLP value center line optimal transformation curve

solution time (mean) 611.1ms 470.9ms
SQP iterations (mean) 11.0 8.2
QP iterations (mean) 22.3 11.1
QP solver fails 40% 0%

parameters of the vehicle model were taken from a real race car model with wheel
bases lr = 1.4m, lf = 1.6m, a maximum lateral and longitudinal acceleration
of 5 m

s2 for both. The OCP was discretized with a horizon T = 9s and a
discretization time of ∆T = 0.05 s. Other values are equivalent to [151]. For
solving the NLP, acados [291] was used with an RK4 integrator performing one
step per multiple shooting interval. The problem was solved with 40 different
starting positions as marked in Fig. 5.1, and the resulting numerical differences
are shown in Table 5.1. The presented parameterization results in superior
numerical properties for all relevant performance measures. Note that the
so-called “center curve” was also re-parameterized slightly in order to obtain
smooth system differential equations (wdc = 103, wρ = 10, ρ̄max = 0.9 and
wdκ = 106). Without the presented parameterization, the solver failed in a
significant number of simulation runs, which is another indicator that some
form of parameterization, like the presented approach, is even necessary for
most applications of the Frenet model MPC.

5.1.7 Conclusions

The paper presents a parameterization approach that is suggested for the use
with Frenet transformations related to numerical optimization approaches for
autonomous driving. It formalizes the problem of finding the transformation
curve, which must not have singularities in the feasible driving region. A
parameterization stated as an optimization problem, is presented, which ensures
feasibility as well as superior numerical properties for Newton-type optimization.
The performance increase is shown by means of a plain integration and a small
but relevant test example. Further considerations and future work might focus
on the related nonconvexity of the constraints, the implementation as a real-time
capable NLP, or the consecutively needed transformation of the borders.
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5.2 Frenet-Cartesian Model Representations for
Automotive Obstacle Avoidance within NMPC

In this section, the paper published in [228] is reprinted with permission of Armin
Nurkanović, Jonathan Frey and Moritz Diehl. Note that the formatting of some
formulas, terms, and numbers has been slightly adjusted for consistency without
changing their meaning or content.
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Abstract. In recent years, nonlinear model predictive control has been
extensively used for solving automotive motion control and planning tasks.
In order to formulate the nonlinear model predictive control problem, different
coordinate systems can be used with different advantages. We propose and
compare formulations for the nonlinear MPC related optimization problem,
involving a Cartesian and a Frenet coordinate frame in a single nonlinear
program. We specify costs and collision avoidance constraints in the more
advantageous coordinate frame, derive appropriate formulations, and compare
different obstacle constraints. With this approach, we exploit the simpler
formulation of opponent vehicle constraints in the Cartesian coordinate frame,
as well as road-aligned costs and constraints related to the Frenet coordinate
frame. Comparisons to other approaches in a simulation framework highlight
the advantages of the proposed methods.
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5.2.1 Introduction

Trajectory optimization with obstacle avoidance is a major challenge of motion
planning and control in autonomous driving. Trajectories need to be feasible
to kinodynamic equations and avoid collisions with objects that are often
hard to predict. Collision avoidance and the related generation of a reference
trajectory or collision avoidance as part of the controller, e.g., nonlinear model
predictive control (NMPC), is often formulated as a nonlinear optimal control
problem [151, 215, 167, 49]. Through a carefully chosen NLP formulation and
by using dedicated real-time optimization solvers [291, 245], the problem can
be solved efficiently. The transformation of the dynamics into a road-aligned
coordinate frame (CF), namely the FCF, has shown many advantages, such as
the simplification of references and road boundaries [151, 225, 302]. Nevertheless,
the transformed coordinates also come with the disadvantage of transformed
geometric obstacle shapes [310], cf. Sec. 5.2.2. Typical convex geometric shapes,
such as boxes, ellipses, or circles, are easier to describe in the Cartesian reference
CF and become nonconvex after transformation into the FCF. The shapes of
objects in both frames are shown in Fig. 5.10. In nonlinear optimization, “lifting”
is a technique where the optimization problem is formulated and solved in a
higher dimensional space, which offers advantages regarding convergence rates
and the region of attraction [10]. We contribute by an approach to extend and
lift the state space of the vehicle model by including both CFs and formulate
constraints and costs in the more appropriate CF. We show an increase in the
overall performance due to the improved description of the obstacle shapes with
various deterministic obstacle avoidance formulations in simulation. Despite the
increased state dimensions, even the computation time can be lowered compared
to a pure FCF representation. Additionally, references can be set in any of the
two CFs, which allows for flexible combinations with planning modules that use
either CF, e.g., [293].

Related Work

The effectiveness of NMPC using the FCF related to automotive tasks was shown
in numerous works [151, 215, 225, 302, 293, 297, 60, 226, 166, 238, 301]. None of
them explicitly considers the shape transformation of objects, which are rather
over-approximated with convex shapes in the FCF. Convex obstacle shapes in
the Cartesian coordinate frame (CCF) are considered in [216] with potential
fields, in [297, 328] with covering circles and Euclidean distance constraints, in
[49] with ellipses, in [52, 188] with separating hyperplanes and in [245, 92] with
a formulation related to a conjunction of convex planes covering the obstacle.
The most prominent variants are compared within this paper in the Frenet
and the lifted formulation. More importantly, the shape-fitting problem with
transformed objects in the FCF and an approach with surrogate representations
in both CFs were recently considered in a related way in [310]. However, [310]
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Figure 5.10: Simulated overtaking of the same maneuver shown in the Cartesian
(top plot) and the Frenet CF (bottom plot). Planned trajectories plotted
with ∆t = 0.1s and snapshots of boundary box alignments every 0.7s.

focuses on linear MPC and does not consider dedicated obstacle formulations.
Furthermore, it integrates an approximation of the transformation itself into
the model, i.e., an approximation of a differential algebraic equation (DAE). In
contrast, in our formulation, we provide a reduced index formulation, which
constitutes an ordinary differential equation (ODE), cf. Sec. 5.2.2. Secondly,
we eliminate algebraic variables directly. Another variant of tracking along
a reference path stems from [157] and was extended to vehicles in [167]. It
uses a method called contouring control, which uses a state on a path-length
parameterized reference curve and an additional state for its path position.
Similarly to [310], it considers the transformation implicitly, which involves
approximating a bi-level optimization problem for finding the closest point on
the reference curve.
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Figure 5.11: Kinematic vehicle model including wind drag in wind
direction ewind.

Contribution

We propose novel NMPC formulations that extend the state space to two CFs
and allow for more efficient consideration of the occurring costs and constraints.
Thereby, the usually convex and simple obstacle shapes in the CCF can be
directly used in the NMPC formulation. We show in simulation that we
outperform the conventional approach of over-approximation [166, 238, 215, 301]
in terms of computation time and performance. Furthermore, the obstacle shapes
are independent of the states and the road (up to Euclidean transformations),
which is not valid in a conventional Frenet representation. Additionally, we
contribute by making an extensive comparison of common obstacle avoidance
formulations in the proposed formulations.

5.2.2 Vehicle Models

In order to formulate the NMPC problem, we use a rear axis referenced kinematic
vehicle model of [151, 222], shown in Fig. 5.11. Given a high enough sampling
time and excluding highly dynamic maneuvers (e.g., emergency turns), kinematic
vehicle models perform similarly to dynamic models for many automotive motion
planning problems [153]. The model comprises three states xc related to the
CF. Particularly, we use xc,C = [x y ϕ]> ∈ R3 for the Cartesian states
and xc,F = [s n α]> ∈ R3 for the Frenet states. We use the Cartesian (earth)
position states xe, ye and the heading angle ϕ. Similarly, in the FCF, we use
longitudinal and lateral position states s and n, together with the difference
angle α (cf. Sec. 5.2.2 and Fig. 5.10). The FCF position states are curvilinear
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coordinates along the reference road. Further states x¬c = [v δ]> ∈ R2 are used
for both, CCF and FCF, where v is the absolute value of the velocity at the rear
axis and δ is the steering angle. For the full CCF model we use the state xC =
[xc,C> x¬c>]> and for the FCF model we use the state xF = [xc,F> x¬c>]>.
We assume a rear wheel drive force F d as input, including the acceleration
and braking force, which is a valid approximation for small steering angles,
cf. [151, 222]. The most prominent resistance forces for wind Fwind(v, ϕ) =
cairvrel(v, ϕ)2 and the rolling resistance F roll(v) = crollsign(v) are included, with
the total resistance force F res(v, ϕ) = Fwind(v, ϕ) + crollsign(v). The air drag
depends on the vehicle speed v in relation to the wind speed vwind with the air
friction parameter cair. The rolling resistance is proportional to sign(v) by the
constant croll. We drop the sign function since we only consider strictly positive
speeds. We model the relative speed related to the air drag, which we assume
constant and known by vrel(v, ϕ) = v − vwind cos(ϕ − ϕwind), where ϕwind is
the angle of the direction ewind in which the wind asserts force and ϕ is the
heading of the vehicle in the CCF. The wind speed was included in recent works
[179, 180], particularly when it comes to energy-efficient trajectory planning.
Real-time wind data can be obtained by weather service providers, such as
shown in [179]. The wind speed demonstrates an influence that can be easily
modeled in the FCF but is difficult to model in the CCF.
The input of our model is given by u = [F d r]> ∈ R2, where r = dδ

dt denotes
the steering rate. The dynamics of the coordinate unrelated states are written
as

ẋ¬c = f¬c(x¬c, u, ϕ) =
[ 1
m (F d − Fwind(v, ϕ)− F roll(v))

r

]
, (5.14)

where m denotes the vehicle mass. The lateral acceleration alat(x¬c) at the rear
wheel axis is given by

alat(x¬c) = v2 tan(δ)
l

, (5.15)

where l is the total wheelbase length of the vehicle. The wheelbase length can
be expressed as the sum of the distance between the center of gravity (CG) to
the rear wheel axis lr or front wheel axis lf by l = lf + lr.

Cartesian Coordinate Frame Vehicle Model

By using simple kinematic relations, the dynamics of the Cartesian states can
be written as

ẋc,C = f c,C(xC, u) =

v cos(ϕ)
v sin(ϕ)
v
l tan(δ)

 . (5.16)

The full five-state Cartesian vehicle model is given by

ẋC =
[
f c,C(xC, u)
f¬c(x¬c, u, ϕ)

]
. (5.17)
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FCF Vehicle Model

Since in usual vehicle motion control tasks, the vehicle moves mainly close to a
reference curve γ : R→ R2, i.e., the street center line, the transformation
into a curvilinear CF is a natural choice. The reference curve γ(σ) =
[γx(σ) γy(σ)]> is parameterized by its path length σ and can be fully described
by one initial transformation offset γ(σ0), an initial orientation ϕ0 and the
curvature κ(σ) = dϕγ

dσ along its path. We use ϕγ(σ) for the tangent angle in
each point of the curve. As part of the Frenet transformation, we project
the Cartesian vehicle reference point pveh ∈ R2 on the closest point along the
reference curve with

s∗(pveh) = arg min
σ

∥∥pveh − γ(σ)
∥∥2

2 . (5.18)

W.l.o.g., we always set the initial reference point of the transformation to
zero. The position s along the curve is used as a longitudinal FCF state.
The vector (pveh − γ(s∗)) is the difference of the closest point on the curve
to the vehicle. By using the 90 degree rotation matrix R90 and projection
to the normal unit vector of the curve en = R90γ′(s∗), we obtain the Frenet
state n = (pveh − γ(s∗))>en. The third Frenet state α relates the tangent
angle of the curve to the heading of the vehicle with α = ϕ − ϕγ(s∗). The
transformation relations are shown in Fig. 5.12. We write the transformation
of a Cartesian state xc,C = [x y ϕ]> to a Frenet state xc,F = [s n α]> by
means of the transformation

xc,F = Fγ̃(xc,C) =

 s∗

(pveh − γ(s∗))>en
ϕγ(s∗)− ϕ

 , (5.19)

and its inverse by

xc,C = Fγ̃−1(xc,F) =

γx(s)− n sin(ϕγ(s))
γy(s) + n cos(ϕγ(s))

ϕγ(s)− α

 . (5.20)

The existence and uniqueness of the transformation are guaranteed under mild
assumptions, which are discussed in detail in [222]. As shown in [151], we obtain
the ODE for the kinematic motion in the FCF as

ẋc,F = f c,F(xF, u) =


v cos(α)
1−nκ(s)
v sin(α)

v
l tan(δ)− κ(s)v cos(α)

1−nκ(s)

 . (5.21)

The Cartesian state ϕ is needed in order to formulate the wind disturbance. It is
not available in the FCF. Consequently, it needs to be computed by evaluating
the tangent angle ϕγ(s) of the current position s on the reference curve γ(σ).
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Figure 5.12: State relations between the CFC and FCF

This can be approximated by a spline function ϕ̂γ(s) that is computed for the
road layout and yields an approximation ϕ̂(s, α) = ϕ̂γ(s) + α of the heading
angle. The full FCF vehicle model is consequently given by the five-state model

ẋF =
[
f c,F(xF, u)
f¬c(x¬c, u, ϕ̂)

]
. (5.22)

Model Comparison

As indicated in Sec. 5.2.1 and Tab. 5.2, the CF models have different advantages
when used in a NMPC formulation. The definition of road boundaries and the
reference curve, which are often lane-aligned curves, are straightforward to define
in the FCF but hard to define in the CCF. However, the definition of an obstacle
in the FCF is cumbersome for several reasons. Despite nonconvex obstacle
shapes in the FCF, safety cannot be guaranteed when using sequential quadratic
programming (SQP) to solve the NMPC problem with the Frenet model. Convex
obstacle shapes cannot be guaranteed to be convex if transformed into the FCF.
This fact can be seen from the following counterexample. Consider a straight
line, which is a convex set, and a circular road. Let the line intersect the road
at coordinates γ(σ1) = [x1 y1]> and γ(σ2) = [x1 y1]>. The transformed
Frenet states n1, n2 are zero in either point. At σ3 ∈ (σ1, σ2), the transformed
state n3 6= 0, thus the transformed set is not convex. Considering Lemma 5.2.1,
it can be shown that convex obstacles are guaranteed to be a subset of the
linearized constraints within an SQP iteration, thus safely over-approximated.
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Feature CCF FCF

reference definition 7 3

boundary constraints 7 3

obstacle specification 3 7

disturbance specification 3 7

Table 5.2: Comparison of the two model representations

Lemma 5.2.1. Regard the set C = {x ∈ Rn | g(x) ≥ 0} and Clin(x∗) = {x ∈
Rn | g(x∗) +∇g(x∗)>(x− x∗) ≥ 0}. Suppose that the function g : Rn → R is
convex, then C ⊆ Clin(x∗) for any x∗.

Proof. Due to convexity, g(x∗) + ∇g(x∗)>(x − x∗) ≤ g(x) and therefore, it
follows that C ⊆ Clin.

Nonconvex obstacles, which result from the transformation of convex shapes
into the FCF, are not safely over-approximated within SQP algorithms.

Another problem that arises with objects in the FCF is the dependence of
the shape on the state. Consequently, if the obstacle constraints are defined
along a discretized time horizon, at each time step i = 0, . . . , N , the shape has
to be transformed separately, cf. Fig.5.10. In typical applications, this could
lead to N transformations for each obstacle in every NMPC iteration, followed
by a convexification (e.g., bounding boxes, convex polygons, covering circles)
to guarantee safety. Alternatively, an over-approximation could be used to
capture all possible transformed shapes. However, this would lead to a striking
conservatism, especially for long vehicles and small curve radii.

Overview of CF Lifting Formulations

As outlined in Sec. 5.2.2, having states of both CFs in the NLP formulation is
beneficial to simplify the constraints. Several different ways of including both
CFs are possible, and a summary is given in Tab. 5.3.

First, one can choose the primary CF ODE and introduce the states related to
the other CF as algebraic variables that are determined by the primary CF and
obtain a DAE of index 1. One could either have a CCF based DAE

ẋC = fC(xC, u), 0 = xc,F −Fγ̃(xc,C), (5.23)

or an FCF-based DAE

ẋF = fF(xF, xc,C, u), 0 = xc,C −Fγ̃−1(xc,F). (5.24)
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The inverse transformation Fγ̃−1 is computationally cheap since it just needs
explicit function evaluations, whereas the forward transformation Fγ̃ requires
solving an NLP as in (5.18), resulting in a computationally expensive bi-level
problem in the final NMPC formulation. Therefore, we choose the FCF of
(5.24) as a basis and exclude CCF formulations (5.23) from further comparisons.
The DAE of index 1 (Lifted DAE Frenet) is one possible way to formulate the
problem and was similarly used in [310] for a linearized model. Another possible
formulation (Direct Elimination Frenet) is to directly eliminate the algebraic
variables in (5.24) by using the inverse Frenet transformation in the nonlinear
constraint formulation. If the objective includes Cartesian states with quadratic
costs and lifted constraints, the direct elimination would lead to a nonlinear
objective and constraints. Alternatively, we can perform an index reduction of
(5.24), which is obtained by differentiation of the algebraic constraint, leading
to

ẋc,F = f c,F(xc,F, u) (5.25a)

0 = ẋc,C − ∂Fγ̃−1(xc,F)
∂xc,F f c,F(xc,F, u), (5.25b)

and xc,C(0) := Fγ̃−1(xc,F). (5.25c)

Detailed computation (not presented here) shows the equivalence of (5.25b) to

ẋc,C = f c,C(xc,C, u) (5.26)

The approach in (5.25) or (5.26) (Lifted ODE Frenet) results in redundant
states in both CFs, which are coupled through the inputs and the initial state.

5.2.3 Obstacle Avoidance Formulations

Different formulations for obstacle avoidance constraints are used in NMPC and
visualized in Fig. 5.13. We assume that rectangles represent real vehicle shapes.
Often, simple geometric covering shapes (circles [145] or ellipses [49]) and related
distance functions are used. Alternatively, covering polygons and restrictions on
edges or vertices (hyperplanes) are formulated in [245, 52, 92]. Furthermore, the
road boundaries can be deflected in order to cover the obstacle by the boundary
constraints [151]. The latter approach is not within the scope of this work due
to the generally different formulations that, for instance, include a combinatorial
planner for choosing the passing side [225]. We compare the formulation of
obstacle avoidance constraints with an ellipse [49], covering circles [297, 145]
and separating hyperplanes [52]. We also implemented a formulation introduced
in [245], which we refer to as set-vertices-exclusion, but which poorly converged
in our experiments. We assume a rectangular shape of the vehicles with the
rear/front chassis length lch = lr,ch + lf,ch related to the vehicle CG and chassis
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a) b) c)

d) e) f) hθncirc = 3

Figure 5.13: Schematic drawing of obstacle constraints. (a: ellipse CCF, b:
covering circles CCF, c: separating hyperplanes CCF, d: ellipse FCF, e: covering
circles FCF, f: separating hyperplanes FCF)

width wch. The separating hyperplane formulation does not require increased
obstacle sizes beyond their actual rectangular shape, whereas circle and ellipse
formulations require over-approximations.

Obstacle Approximation by an Ellipse

Constraining the distance between a circle and an ellipse is less complex than
constraining the distance between two ellipses. This can be easily argued by
the rotational invariance of a circle which allows for a simple shape inflation
of the ellipse by the radius of the circle, followed by a level set constraint.
The distance between two ellipses depends on the orientation of both, thus
shape inflation of the one ellipse and a point reduction of the other one is
inhibited. Thus, we cover the ego car with a circle. The main axes a, b of an
ellipse covering a rectangle are computed by a = 1√

2 (lf,ch + lr,ch) and b = 1√
2wch.

Increased by the ego radius rego, this leads to the extended ellipse matrix D =
diag([a+ rego, b+ rego]). With the rotation matrix R(xc,opp) ∈ R2×2 and a
translation vector t(xc,opp) ∈ R2 related to the orientation and position of the
obstacle vehicle, we can formulate the collision avoidance constraint with the
matrix Σ(xc,opp) = R(xc,opp)DR(xc,opp)> via the feasible set

Pell(xc,opp) =
{
xc ∈ R3

∣∣∣ ‖xc − t(xc,opp)‖2Σ−1(xc,opp) ≥ 1
}
.

Obstacle Approximation by Covering Circles

We use the union of a set of circles to cover the vehicle shape as shown in
[297, 328, 145]. For lch ≥ wch, the number of covering circles ncirc must be larger
than d lch

wch
e and have a radius r{ego,opp} of wch

1√
2 . For each combination of
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the ncirc,ego and ncirc,opp circles a distance constraint must be satisfied, leading
to ncirc,egoncirc,opp inequality constraints. The covering circle center points
are computed according to [328], which gives us a function pi : R3 → R2 for
the circle center i that computes the center positions pi = pi(xc,C) from the
states xc,C. With ∆r = rego + ropp and x := xc,C, we can denote the free set as

Pcirc(xopp) =
{
x ∈ R3∣∣ ∥∥pi(x)− pj(xopp)

∥∥
2 ≥ ∆r,

for 1 ≤ i ≤ ncirc,ego, 1 ≤ j ≤ ncirc,opp

} (5.27)

Obstacle Approximation by Separating Hyperplanes

When formulating collision avoidance with separating hyperplanes, we optimize
for a feasible solution of the parameters θ ∈ R3 of a hyperplane hθ(p). The pa-
rameterized hyperplane needs to separate all four vertices p{ego,opp}

i (xc{ego,opp})
of either vehicle’s bounding box. We write the feasible region using the related
hyperplane existence problem with points p̄{.}> = [p{.}> 1] as

Php(xopp) =
{
x ∈ R3, θ ∈ R3

∣∣∣ θ2
1 + θ2

2 = 1,

θ>p̄ego
i (x) ≤ 0, θ>p̄opp

i (xopp) ≥ 0, ∀i = 0, . . . , 3
}
.

(5.28)

We avoid a degenerate solution with the constraint θ2
1 +θ2

2 = 1 for the hyperplane
parameters.

5.2.4 NMPC Formulation

The NMPC aims to plan a feasible trajectory for a vehicle to drive on a road
with bounded curvature on a reference lane parallel to the center line and
with a desired reference speed. Furthermore, the NMPC must avoid static
and dynamic obstacles. As motivated in Sec. 5.2.2, we use two variants of an
FCF-based ODE to obtain Cartesian states, i.e., the direct elimination and
lifted ODE formulation and compare it to the conventional formulation with
over-approximation, such as shown in [238, 215]. First, we define the costs and
constraints.

General Costs & Constraints

Some constraints are unrelated to the CF, such as the lower and upper bounds
for states x¬c and inputs u. For control costs u>Ru, we use the positive
semi-definite weight matrix R ∈ R2×2.
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FCF Related Costs & Constraints

State costs are related to FCF states since there is no practical advantage of
including CCF state costs. A cost related to a desired reference path parallel
to the road center line is accounted for by a square penalty of the deviation of
the Frenet lateral coordinate n to its reference nref . For a reference speed vref ,
a square penalty with positive weight ws, as well as a penalty on precomputed
longitudinal reference positions sref,i = ŝ0 + i∆tvref is used, with the measured
state ŝ0 and sampling time ∆t. Since we assume a road with constant width,
boundary constraints simplify in the FCF to box constraints for an upper
bound n and a lower bound n.

Cartesian Coordinate Frame Related Costs & Constraints

We use the collision avoidance formulations, which could be one out of O =
{ell, circ,hp} in the CCF, thus have the constraint xc,C ∈ P{ell,circ,hp}. FCF
costs are defined via the positive weight matrix Q = diag(q) with the weight
vector q ∈ R5 and the reference states xF

ref . We use a terminal cost QN =
diag(qN ) with the weight vector qN ∈ R5 after N discrete time steps. We can,
therefore, write the objective function as

J(xF
0 , . . . , x

F
N , u0, . . . , uN−1) =

N−1∑
k=0
‖uk‖2R +

∥∥xF
k − xF

ref,k
∥∥2
Q

+
∥∥xF

N − xF
ref,N

∥∥2
QN

.
(5.29)

Direct Elimination NMPC Formulation

With the direct formulation, we can directly use the inverse transforma-
tion xc,C = Fγ̃−1(xc,F) to eliminate the Cartesian states in the constraint
formulation. Consequently, we obtain fewer states but “more” nonlinear
constraints. We discretize the continuous trajectory with N − 1 control intervals
and use direct multiple shooting [45] with one step of an RK4 integration
function ΦF(xF, u,∆t) for the ODE in (5.22) and the NLP formulation
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min
xF

0 ,...,x
F
N ,

u0,...,uN−1
θ1,...,θnopp

J(xF
0 , . . . , x

F
N , u0, . . . , uN−1) (5.30a)

s.t.

xF
0 = x̂F

0 , (5.30b)

xF
i+1 = ΦF(xF

i , ui,∆t), i = 0, . . . , N − 1, (5.30c)

u ≤ ui ≤ u, i = 0, . . . , N − 1, (5.30d)

xF ≤ xF
i ≤ xF, i = 0, . . . , N, (5.30e)

xc,C ≤ Fγ̃−1(xc,F) ≤ xc,C, i = 0, . . . , N, (5.30f)

alat ≤ aF
lat(xi) ≤ alat, i = 0, . . . , N, (5.30g)

vN ≤ vN , (5.30h)

Fγ̃−1(xc,F) ∈ P(xc,opp,j
i , θj), i = 0, . . . , N − 1,

j = 1, . . . , nopp. (5.30i)

Decision variables θ1, . . . , θnopp , where θj = [θ0
j , . . . , θ

N
j ] ∈ R3×N are only used

for the separating hyperplanes formulation.

Lifted ODE NMPC Formulation

In this formulation we use the extended state xd = [xF> xc,C>]> and the
extended ODE (5.26). The additional states increase the size of the state space
to eight states in our case, three of which stem from either CF and two of which
are CF-independent states. In this formulation, we use the RK4 integration
function Φd(xd, u,∆t) of dynamics (5.26). We can write the final NLP for the
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lifted ODE formulation as

min
xd

0 ,...,x
d
N ,

u0,...,uN−1
θ1,...,θnopp

J(xF
0 , . . . , x

F
N , u0, . . . , uN−1) (5.31a)

s.t.

xd
0 = x̂d

0 , (5.31b)

xd
i+1 = Φd(xd

i , ui,∆t), i = 0, . . . , N − 1, (5.31c)

u ≤ ui ≤ u, i = 0, . . . , N − 1, (5.31d)

xd ≤ xd
i ≤ xd, i = 0, . . . , N, (5.31e)

alat ≤ alat(xd
i ) ≤ alat, i = 0, . . . , N, (5.31f)

vN ≤ vN , (5.31g)

xc,C
i ∈ P(xc,opp,j

i θj), i = 0, . . . , N − 1,

j = 1, . . . , nopp. (5.31h)

5.2.5 Numerical Experiments

In order to evaluate the performance of the proposed approach, we simulate
two randomized scenarios that constitute three non-ego vehicles in front of the
ego vehicle with a lower cruise speed. The scenario is simulated for 20 seconds,
where usually three overtakes are possible. In total, 500 full simulation runs are
evaluated for each scenario type. We record the solution times of the NMPC
and the final driven distance after the simulation ends, which we take as a
performance indicator. We use different types of obstacles, particularly long
ones in the dimensions of a truck (truck-sized), as well as short ones resembling
normal cars (car-sized). We make several simplifications in order to avoid
performance influences of sources unrelated to our formulation. Firstly, there
is no model-plant mismatch, i.e., the simulation framework and the NLP use
the same kinematic vehicle model and discretization. Secondly, the ego NMPC
has complete knowledge of the other vehicles’ planned trajectories to avoid the
influence of prediction errors. Finally, we model non-ego participants to be
non-interactive. They aim at driving along a reference line parallel to the center
line. The simulations were run on an Alienware m-15 Notebook with an Intel
Core i7-8550 CPU (1.8 GHz). The parameters for the environment and the
NMPC are shown in Tab. 5.2.5 and Tab. 5.2.5, respectively. We use the NLP
solver acados [291] with HPIPM [97], RTI iterations and a partial condensing
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Module Name Variable Value

Road road bounds2 n, n ±10, ±8.5
curvature1 κ [90.05, 0.05]
wind speed vwind 20
wind direction ϕwind 0

Ego vehicle length wheelbase lr, lf 1.7
length chassis lr,ch, lf,ch 2
width chassis wch 1.9
mass m 1160
lateral acc. bound alat, alat ±5
input bounds u, u ±[10kN, 0.39]
velocity bound v 40
steering angle bound δ, δ ±0.3
starting position1 xc,F

0 [0, 95, 0]-
[0, 5, 0]

reference speed vref 40

Opp. vehicles length wheelbase2 lr, lf 10
length chassis2 lr,ch, lf,ch 13
width chassis2 wch 4
mass2 m 3000
input bounds2 u [30kN, 0.39]
input bounds2 u [945kN, 90.39]
starting position1 i si0 50(i+ 1)

ni0 [95, 5]
reference speed vref 15

Table 5.4: Environment parameters.1 Randomized with uniform distribution.2
Parameters only differ in long vehicle scenarios. The parameters are equal for all
vehicles if not noted explicitly. We use SI units if they are not stated explicitly.

horizon of N2 . We use obstacle constraint formulations of Sec. 5.2.3. Besides the
different obstacle dimensions, the proposed NMPC formulations conventional,
direct elimination, and lifted ODE were evaluated with the different obstacle
formulations of Sec. 5.2.3. We use the ellipse (“EL”), the n covering circles
(“Cn”), and the separating hyperplane (“HP”) formulation. In Fig. 5.2.5, the
computation times and the maximum achieved progress of the randomized
scenarios are shown for truck- and car-sized vehicles. Clearly, the final progress
after overtaking in the truck-sized scenario is significantly increased by the
proposed formulation due to the more accurate representation of the obstacle
shape. For car-sized vehicles, the extended states do not yield a prominent
advantage since, in this case, the Frenet transformation does not deform the
obstacles vastly. The maximum progress is nearly equal for both proposed
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Name Variable Value

nodes / disc. time N/ ∆t 40/ 0.1
terminal velocity vN 15
state weights q [1, 500, 103, 103, 104]∆t
terminal state weights qN [10, 90, 100, 10, 10]
control weights R diag([10−3, 2 · 106])∆t

Table 5.5: Parameter for NMPC in SI units.

approaches since the obstacle constraint formulations based on Cartesian states
are equal. A striking difference between the two proposed formulations can be
seen in the computation times, shown detailed in Tab. 5.6. While the lifted ODE
formulation even decreases the average computation time for nearly all obstacle
formulations, the direct elimination formulation increases the computation
time by around 30%. Remarkably, the ellipsoidal obstacle formulation in the
proposed lifted ODE formulation outperforms all other obstacle formulations in
both the computation time as well as the performance measured in the average
progress after overtaking, which highlights the advantage of the formulation.
Contrary to our expectations, the separating hyperplane formulation shows
weaker performance in computation time and average progress. In theory,
separating hyperplanes should be more accurate in capturing the obstacle
shape. Nevertheless, due to the disadvantageous linearizations within the SQP
iterations, the shape is not captured well. This might be mainly due to the
nonconvex and nonlinear constraint in (5.28). Note that the proposed lifting
approach is not limited to kinematic vehicle models. It extends to higher fidelity
models since the lifting is limited to the six coordinate-related states that appear
equally in high fidelity models [293], namely CCF positions x and y, the CCF
heading angle θ, the FCF position states s and n, as well as the FCF angle α.

5.2.6 Conclusions

We have presented two novel FCF-based formulations of NMPC for vehicles that
include states of the CCF in order to gain numerical advantages. Simulated
evaluations and the comparison of several wide-spread obstacle constraint
formulations show that the proposed approaches are capable of representing the
obstacle shapes more suitably and that with the lifted ODE formulation, even
the computation time was decreased. Furthermore, our evaluations show that an
ellipsoidal obstacle representation outperforms all other obstacle formulations
in computation time. In conclusion, the combination of the ellipsoidal obstacle
constraint formulation with the lifted ODE formulation yields superior results
in all categories.
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Figure 5.14: Box-plot comparison of the NMPC solution timings for each real-
time iteration and the final progress after 20 seconds for different obstacle
formulations for truck- and car-sized vehicles.
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Computation Times (ms) for Truck-Sized Obstacles
Conventional Direct Elimination Lifted ODE

EL 1.5± 0.4 1.9± 0.2 28.9% 1.4± 0.3 −6.6%
C5 7.2± 1.9 7.6± 1.7 5.5% 7.2± 1.8 −0.0%
C7 14.0± 3.2 14.0± 2.8 −0.1% 13.9± 2.9 −0.4%
HP 7.5± 1.5 7.5± 1.5 −0.1% 7.4± 1.7 −1.6%

Car-Sized Obstacles

EL 1.5± 0.5 2.0± 0.4 29.6% 1.4± 0.4 −5.7%
C1 1.4± 0.4 1.9± 0.4 34.0% 1.4± 0.4 −3.5%
C3 3.6± 1.1 4.0± 1.0 12.4% 3.6± 1.1 0.6%
HP 8.0± 2.3 7.9± 1.9 −0.6% 7.7± 2.0 −4.0%

Table 5.6: Mean and standard deviation of computation times for different
scenarios, obstacle formulations, and lifting formulations. Additionally, the
difference in percent to the conventional formulation is given.

5.3 Critical Discussion

The previous two sections showed two significant contributions for Frenet frame
vehicle models used as part of an optimization problem.

In Sect. 5.1 and the related paper [222], a preprocessing algorithm is established
that guarantees a singularity-free state space and smoothens nonlinearities
for the Frenet frame-based vehicle model. Offline computations are not real-
time critical. However, online computations have strict real-time requirements.
Empirical comparisons in closed-loop simulations show that the preprocessed
model lowers the number of required online quadratic program (QP) iterations
by half, the number of sequential quadratic programming (SQP) iterations
by 25% and the online computation time by 23%. Moreover, the QP solver
failed in 40% of the simulations where the singularity was close to the feasible
state space. By pushing the singularity outside the feasible domain by utilizing
our proposed preprocessing algorithm, no QP failures were encountered.

As a disadvantage, the proposed algorithm requires knowledge of the track
in advance, such as in racing scenarios or fixed routes. Recently, the authors
in [308] proposed a modification to apply the same idea for fast online adaptions.
While the contribution of the proposed algorithm was linked to models used
within online optimization like model predictive control (MPC), the method also
provides a way to generate curves on known tracks that trade off distance and
curvature. By parameterizing the optimization problem, a smooth transition of
shortest-path curves to minimum-curvature curves can be obtained.
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In Sect. 5.2 and the related paper [228], a model formulation for MPC was
introduced that guarantees safe and tight over-approximations of obstacle shapes
when using SQP algorithms. The novel formulation uses a “lifted” model for
the configuration states in the Frenet coordinate frame (FCF) and, redundantly,
configuration states in the Cartesian coordinate frame (CCF). The model states
are prevented from drifting by transforming the initial state in each iteration into
both coordinate frames and specifying a constraint on the initial state within the
nonlinear program (NLP) of the MPC. An alternative “direct” formulation was
proposed that uses the transformation of the states within the NLP constraint
definition. The empirical test involved overtaking truck-sized and car-sized
vehicles in simulations. Various obstacle avoidance formulations were compared
using the proposed formulation. MPC formulations with the ellipsoidal obstacle
avoidance constraints achieved the best performance, which was measured
in the maximum driven distance after a time interval, requiring overtaking
three other vehicles. The proposed novel “lifted” formulation achieved a 30%
increased maximum progress while reducing the computation time by 5.7% for
cars and 6.6% for trucks. Also, an alternative “direct” formulation increased
the maximum progress by 30% but also increased the online computation
time by 30%. The higher computational burden may be due to increased
nonlinearities. The proposed “lifted” and “direct” methods were deployed in
an industrial autonomous robot as part of a Master’s thesis by the student
Akash John Subash, using a slightly different vehicle model. Moreover, the
experimental work of this Master’s thesis was accepted for the IEEE/RSJ
International Conference on Intelligent Robots and Systems 2024 [271].





Chapter 6

Mixed-Integer Optimization
for Collision Avoidance

Collision avoidance involves avoiding bounded obstacle shapes such as rectangles
or ellipsoids. These shapes are convex, and therefore, the planning problem
is inherently nonconvex. By decomposing the nonconvex planning space into
convex partitions, binary variables can be added as decision variables to the
optimization problem to formulate a disjunction between convex partitions. The
disjunctive formulation allows mixed-integer solvers to find globally optimal
solutions, cf., the formulation in [213].

An exhaustive formulation uses binary variables for each of the four convex
partitions resulting from rectangular obstacles, for each obstacle and for every
discrete time step along a prediction horizon of N . The resulting number of
binary variables in the exhaustive formulation is 4NobsN , where Nobs is the
number of obstacles. Since the computational burden depends on the number
of binary variables, the number of binary variables must be kept low. The high
number of binary variables in this formulation requires reducing the planning
horizon and the number of considered obstacles [213].

In the following sections, several approaches are proposed to speed up the online
computation time. In Sect. 6.1, the number of binary variables is reduced
for problems with static obstacles to Nobs by decomposing the problem into
a coarse mixed-integer linear program (MILP) approximation that decides on
which side an obstacle is passed, and a subsequent nonlinear program (NLP)
that uses smooth nonconvex obstacle shapes, where the passing side is fixed
by the MILP solution. Additionally, rewards are modeled, which are convex
regions that lower the closed-loop cost when passed.

In Sect. 6.2, the number of binary variables is reduced to O(Nobs + N) for

131
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multi-lane highways. Multi-lane highways exhibit a particular structure where
obstacles mostly follow their current lane.

Sect. 6.3 does not assume a particular environment specification other than
the general formulation in [213]. However, it reduces the computation time by
replacing the combinatorial part of the mixed-integer formulation with a neural
network (NN) predictor. The NN is trained on randomized simulated data
and predicts only the binary variables of the expert mixed-integer quadratic
program (MIQP) [213]. However, the remaining quadratic program (QP) is
solved online since its computational burden is low compared to the MIQP.
To improve the overall performance and enhance safety, an additional NLP is
solved in each iteration to project potentially unsafe trajectories to the feasible
region.
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6.1 Mixed-Integer Optimization-Based Planning for
Autonomous Racing with Obstacles and Re-
wards

In this section, the paper published in [225] is reprinted with permission of Martin
Kirchengast, Daniel Watzenig and Moritz Diehl. Note that the formatting of some
formulas, terms, and numbers has been slightly adjusted for consistency without
changing their meaning or content.
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Autonomous Racing Graz software stack), mathematical
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Daniel Watzenig: Leading the “Autonomous Racing Graz” team, design
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organization of the competitions
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©2022 The Authors. Originally published in IFAC-PapersOnLine 54-6 (2021), pp.
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Abstract. Trajectory planning with the consideration of obstacles is a classical
task in autonomous driving and robotics applications. This paper introduces a
novel solution approach for the subclass of autonomous racing problems, which
is additionally capable of dealing with reward objects. This special type of object
represents particular regions in state space whose optional reaching is somehow
beneficial (e.g., results in bonus points during a race). First, a homotopy
class is selected, which represents the left/right and catch/ignore decisions
related to obstacle avoidance and reward collection, respectively. For this
purpose, a linear mixed-integer problem is posed such that an approximated
combinatorial problem is solved and repetitive switching decisions between
solver calls are avoided. Secondly, an optimal control problem (OCP) based
on a single-track vehicle model is solved within this homotopy class. In the
corresponding nonlinear program, homotopy iterations are performed on the
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race track boundaries which correspond to the previously chosen homotopy class.
This leads to an improved convergence of the solver compared to the direct
approach. The mixed-integer method’s effectiveness is demonstrated within a
real-world test scenario during the autonomous racing competition Roborace.
Furthermore, its combination with the OCP, as well as the performance gain
resulting from the homotopy iterations, are shown in simulation.

6.1.1 Introduction

Autonomous racing poses great challenges for the development of planning
and control algorithms. As the vehicles move with high velocities close to
their physical limits, nonlinear effects on their system dynamics arise and must
already be considered during planning. Sudden obstacles or race opponents
with uncertain behavior require evasion or overtaking maneuvers planned in
real-time on hardware with typically rather limited computational power. As
part of the racing series Roborace, the participating teams develop software
for the fully autonomous operation of electric race cars and are confronted
with increasingly demanding objectives from one event to the other. This work
addresses real-time trajectory planning for lap time minimization while avoiding
obstacles and collecting rewards. Whereas the vehicle moves on a real race
track, the purely virtual obstacles and rewards, which translate into lap time
penalties and bonuses, respectively, are provided to the car’s software about 200
m in advance. The planning algorithm not only has to compute a trajectory
that eludes obstacles and is feasible regarding vehicle kinematics and dynamics
as well as race track geometry. It also must decide whether rewards are worth
gathering, distinguishing the considered task from related problems in literature.
The proposed algorithm was successfully used in the Roborace competition
at the Bedford race circuit in December 2020. Figure 6.1 shows the race car
collecting a virtual reward object, which was live-streamed as augmented-reality
animation during the race.

Related Work

Trajectory planning with obstacle avoidance occurs in many domains, and
consequently, different approaches exist. Typically, in a certain situation, there
are infinitely many trajectories that fulfill the feasibility conditions. Therefore,
cost functions are used to choose an optimal one, depending on the application.
Graph-based methods perform a global search on the time- and space-discretized
configuration space to find the best trajectory. However, their ability to find
the global optimum strongly depends on the chosen discretization, and if that is
fixed, even finding a feasible solution may fail, e.g., in narrow passages. Common
graph search techniques include Dijkstra’s algorithm, A*, and D* with their
variants [199]. Exemplary, [231] describes the graph construction for racing
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Figure 6.1: Race car hitting an augmented reality reward at the competition in
Bedford, England.

applications and uses a Dijkstra-like search algorithm. Depending on the vehicle
model fidelity and the discretization grid size, the computation times of graph
search quickly rise. Techniques based on nonlinear continuous optimization
(aka variational methods) tend to perform better in these cases, although they
only provide locally optimal solutions unless the initial guess is sufficiently
close to the global optimum [199]. An application within the racing domain is
shown in [120], where first, a minimum curvature path is computed via solving
a quadratic program (QP). Afterwards, the velocity profile is generated so
that the acceleration limits are not violated. Many variational methods have
strong similarities to nonlinear model predictive control (NMPC), e.g., [132],
but instead of directly applying their predicted model inputs to the plant,
their computed trajectories serve as references for underlying controllers. [11]
demonstrate how to express an NMPC formulation of the trajectory planning
problem in a linear parameter varying form. In [167], a formulation as model
predictive contouring control problem leads to a progress maximization on the
race track’s center line. [31] introduce a homotopy strategy to account for the
strong nonlinearity of the obstacles. In both papers, obstacles are considered
via variations of the track boundaries. Thereby, the decision on which side an
obstacle should be bypassed is delegated to a higher-level planner. [33] and
[32] consider the combinatorial problem by combining optimal control with
lattice-based path planning. Their work addresses the same underlying problem
but focuses on unstructured environments like parking lots. [246] and [230]
illustrate how to integrate these binary decisions into a single MILP and show
its application to solve obstacle avoidance for vehicles and spacecraft. In the
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context of controller design [128] use similar ideas in an MPC based on MIQP
for avoiding obstacles. [201] first decompose the collision-free space into convex
cells, which are connected to distinct homotopy classes, and subsequently solve
MIQPs for each of them. Thereby, the globally optimal solution is selected from
the local optima of each homotopy class.

Contribution

This paper proposes a planning procedure that considers obstacles and rewards
and consists of both offline and online steps. Prior to the actual race, an optimal
racing line for the given track geometry is computed, assuming that there are
no obstacles. This is done with an approach similar to [120]. However, since it
is not the focus of this paper, further details are omitted. The online part is
twofold: First, a MILP is formulated whose solution selects a homotopy class,
i.e., which rewards are collected and on which side obstacles are eluded. This
homotopy class is represented by deformed boundaries of the original track.
Secondly, a continuous optimization problem is stated where deflections from the
racing line are minimized, considering the modified boundaries from the MILP
and vehicle constraints. The NMPC-like optimization problem is not directly
solved. Instead, homotopy iterations are performed, which gradually put more
weight on the modified boundary constraints and improve the convergence of
the solver. The paper contributes with a motion planning approach that is
capable of solving time-optimal motion planning problems with a combinatorial
structure without fully discretizing the state-space, as opposed to graph-based
state-of-the-art algorithms.

6.1.2 Vehicle and Object Models

Separating the trajectory optimization from the combinatorial homotopy class
selection facilitates using different models. An utterly simplified geometric model
is utilized to solve the combinatorial obstacle and reward problem, representing a
deviation from the racing line with limited maximum steepness. The continuous
optimization problem is stated on the basis of a single-track model.

Single-Track Model for Continuous Optimization

The utilized kinematic model is given, for instance, in [151] and does not consider
tire slip. In order to reduce the computation time of the optimizer later on,
drifting motion is not considered during planning. Instead, the subsequent
trajectory-following controller is assumed to consider lateral and longitudinal
tire slip. The movement direction of the center of gravity (CG) with the vehicle
mass m is given by the angle ψ + β, where ψ is the vehicle orientation. The
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Figure 6.2: Kinematic single-track model.

side slip angle

β = arctan
(

lr
lr + lf

tan δ
)

is defined as depicted in Fig. 6.2 and gives the relative angle of motion related
to the vehicle coordinate system [151]. The vehicle motion is governed by

ṗX = v cos(ψ + β), (6.1a)

ṗY = v sin(ψ + β), (6.1b)

ψ̇ = v

lr
sin β, (6.1c)

v̇ = F d
x
m

cosβ, (6.1d)

in the Cartesian coordinate frame, where v is the longitudinal velocity in the
movement direction of the CG. The vehicle’s geometry is described by the
longitudinal position of the CG with front distance lf and rear distance lr. The
input force F d

x only acts on the rear wheel, whereas the steering angle δ only
deflects the front wheel. As a second input, the steering rate r = δ̇ is utilized
to avoid discontinuities in the steering angle δ, which would arise with directly
choosing δ as an input.

Frenet Transformation

System (6.1) is transformed into Frenet coordinates as described in [151] with
the difference that this transformation is performed along the racing line instead
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Figure 6.3: Path-parametric model as in [151].

of the center path. The resulting nonlinear dynamic system ẋ = f(x, u) now
depends on the curvature κ(s) and reads as

ṡ = v cos(α+ β)
1− nκ(s) , (6.2a)

ṅ = v sin(α+ β), (6.2b)

α̇ = ψ̇ − κ(s)ṡ, (6.2c)

v̇ = F d
x
m

cos(β), (6.2d)

δ̇ = r, (6.2e)

with states x =
[
s, n, α, v, δ

]>, and controls u =
[
F d

x , r
]>. Path-

aligned states are used which describe the progress on the transformation
path s(t), the normal distance to the transformation path n(t) and the heading
angle mismatch α(s, t) = ψ(t)− ψr(s). Note that κ(s) together with bounds on
the normal distance state n fully describe the road geometry. Fig. 6.3 shows
the transformation of a point p with respect to the curve γ(s), normal distance
n, the error angle α and the heading angle ψr of γ(s). The path parameter s∗
corresponds to the parameter of the closest point γ(s∗) to the given position p
of the vehicle model. The lateral acceleration of this model can be stated as

alat = 1
lf + lr

v2δ + F d
x
m

sin
(

δlr
lf + lr

)
. (6.3)

Linear Model for Mixed-Integer Programming

For the integer problem, an utterly simplified model is used, which basically
accounts for a geometric offset from the Frenet transformation line and is
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formulated in the Frenet frame as well. The model lacks time dependency. It
rather depends on the path progress s, which is discretized on a grid related to
the obstacles and written as sk. The discretization is performed to represent the
obstacle shape related to the racing line. The lateral distance nk is limited based
on the road constraints nk,left and nk,right. The continuous control variable u
relates the only state variables nk to each other and is split into a negative and
positive part due to the integer formulation of the optimization objective. The
control variable u expresses the steepness of the path deviation from the racing
line between two nodes and is limited by umax. The model can be written as

nk+1 = fk(upos
k , uneg

k ) = nk + (upos
k − uneg

k )(sk+1 − sk) (6.4a)

0 ≤ upos
k ≤ umax (6.4b)

0 ≤ uneg
k ≤ umax (6.4c)

nl,right ≤ nl ≤ nl,left (6.4d)

for k = 0...Nd − 1 and l = 0...Nd, where Nd is the number of discretizations of
the longitudinal path variable s. This model describes a piece-wise linear path
in Frenet coordinates.

Object Representation

Objects are modeled in the two-dimensional Frenet frame by means of polygons
as shown in Fig. 6.4. A particular obstacle i of totally NO obstacles is
represented by a polygon with NOi

p points and a reward d of NR rewards with
NRd

p points respectively. The object’s vertices are aligned with the discretization
of the longitudinal coordinate, which is chosen such that it resembles the shape
of the object “well enough”. Therefore, a vertex always has an opposite side
point with the same longitudinal coordinate. Right or left sides are noted with
{r, l}. The coordinate points in the Frenet frame of the polygon characterizing
each reward or obstacle are written as

p
Rd,{r,l}
k =

[
sRd
k

n
Rd,{r,l}
k

]
, p

Oi,{r,l}
k =

[
sOi
k

n
Oi,{r,l}
k

]
with k as the global spatial index of the longitudinal Frenet axis.

6.1.3 Combinatorial Optimization

Binary Object-Boundary Relation

In order to find an optimal path through the obstacle setting in the Frenet frame
with the reduced model (6.4), binary integer variables are used to construct
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Figure 6.4: Object configuration in Frenet frame.

a linear mixed-integer problem. For each obstacle i, one binary variable ωi
indicates the passing side (left/right). Rewards are treated differently because
they could be catched on different positions. For “short” rewards (where “short”
is related to the longitudinal extension of the reward), one binary variable
βd sufficiently specifies whether this reward should be caught or ignored. For
long rewards, “gates” with several binary variables βdk are used. For each
long reward d, totally NRd

p /2 binary variables are used, which are indexed by
l = 0 . . . (NRd

p /2− 1). Each binary variable βdl indicates if boundaries are set
to gate the corresponding lateral state variable at the particular longitudinal
position of the reward. A logical OR connective of the binary gate variables

β̄d =βdk ∨ · · · ∨ βdk+NRd
p −1 (6.5)

indicates the final binary state for reward d, which is then used to specify
the associated cost. That means if at least one gate is “closed” (meaning the
binary variable sets the boundaries active), the final path crosses the reward
polygon at some point. This formulation leads to a high number of decision
variables, which is necessary if a reward can be caught at multiple positions.
For example, a very long “reward zone” aligned with the road might be entered
in very different positions. With known shapes of the rewards, particularly
where the longitudinal length in the Frenet frame is small (e.g., smaller than 5
meters in the setting used for the competition) (6.5) can be simplified by taking
the left-most and the right-most polygon points to define a “gate” that is either
switched active or inactive by just one integer variable βd.

The binary variables are subsequently used to adjust boundaries, forming a
homotopy class for the gradient-based optimization. Detailed considerations
about homotopy classes in this context are shown in [31]. Obstacle boundary
values nOi,{r,l}

k and its binary variables ωi are related to state constraint on nk
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Figure 6.5: Road bounds aligned to object integer variables.

with the inequalities

nk ≥ ωinOi,r
k + (1− ωi)nk,right = Hlow(k, ω),

nk ≤ (1− ωi)nOi,l
k + ωink,left = Hupp(k, ω),

for k = 0...Nd where a binary state equal zero is defined as “passing left”. For
relating the borders to the reward polygon, the equations

nk ≥ βdkn
Rd,r
k − (1− βdk)nk,right = Ilow(k, β),

nk ≤ βdkn
Rd,l
k − (1− βdk)nk,left = Iupp(k, β),

are used, where the binary variable equal to one is defined as “catch”. Fig. 6.5
shows the changed bounds due to the integer variables.

Decision-Flickering Avoidance

During real-world conditions on vehicle hardware, the perception system receives
slightly shifted versions of the same problem, where new objects appear
infrequently. Very often, two solutions nearly have the same cost (e.g., an
obstacle in the middle of the road), which could lead to jumping binary variables.
For that reason, a penalty for changes to previous decisions is introduced that
increases with the number of decisions computed previously by the algorithm
and decreases with the distance of the object to the vehicle. In other words,
binary re-decisions for objects far from the vehicle that have just appeared are
“cheaper” than re-decisions for objects that are closer and longer present. To
account for re-decisions, the binary values of cRi and cOi are used to form a logic
XOR connective between the binary decision variables βi or ωi and the previous
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decisions β̂i or ω̂i, where

cRi = βi(1− β̂i) + (1− βi)β̂i (6.6)

cOi = ωi(1− ω̂i) + (1− ωi)ω̂i (6.7)

A parameter pi accounts for the weight that this decision should be kept. The
weight is updated iteratively and related to the mentioned criteria of distance
and decision account by

pi =w0,bin max
(

1− ∆si
d0

, 0
)

exp(a0ci)
1 + exp(a0ci)

, (6.8)

with w0,bin, d0 and a0 as scaling constants, ci as the counter of decision
repetitions for each binary variable, and ∆si as the longitudinal distance of
an obstacle corresponding to the binary variable i to the vehicle position. In
(6.16), the related cost function for re-decisions is stated.

Cost Functions

The final cost function consists of several parts. First, the L1-norm of the
deviation from the Frenet-transformation line (i.e., the optimal racing line) is
stated. It is proportional by a weight wn to the area of absolute lateral error in
the Frenet frame and computed as

Cn = wn

Nd∑
k=0
|nk|. (6.9)

The L1-norm cannot be directly formulated as a linear function. Therefore
(6.4) is used, with the splitting of u into a positive and negative part according
to a reformulation shown in [46]. With ∆sk := sk+1 − sk, the variable nk =
npos
k − nneg

k and the cost Cn can also be written as

Cn = wn

Nd∑
k=0

npos
k + nneg

k , (6.10)

with, npos
k ≥ 0, nneg

k ≥ 0. (6.11)

The positive and negative parts of nk can be directly obtained by summing up
the associated controls uk. The inequalities (6.11) are therefore fulfilled with
(6.4). The initial value n0 is a constant and can also be split into a positive
npos

0 and a negative nneg
0 with n0 = npos

0 − nneg
0 . Consequently, nk+1 can be
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decomposed according to the following steps.

nk+1 = nk + ∆skuk (6.12a)

nk+1 = n0 +
k∑
i=0

∆siui (6.12b)

nk+1 = n0 +
k∑
i=0

∆si(upos
i − uneg

i ) (6.12c)

nk+1 = npos
k+1 − n

neg
k+1 (6.12d)

The result (6.12d) is used to state (6.10) and therefore the cost in (6.9).

Secondly, the steepness of the deviation from the racing line defines the cost
term C∆n with its associated cost w∆n in a similar way by using the approach
of [46] for the “basis pursuit problem”. Since the controls uk represent the
steepness of deviation, the decomposed parts of (6.4) can be added as costs for
the steepness by

C∆n = w∆n

Nd∑
k=0

(upos
k + uneg

k ).

Thirdly, negative costs are added for catching a reward by

Crew =
{
Cext

rew, if lR ≥ l̄R
Cshort

rew , otherwise.

These reward costs with their associated negative weight wrew are split into
extended costs Cext

rew for long rewards (with long referring to the longitudinal
dimension lR in the Frenet frame) and simplified ones Cshort

rew for short rewards.
A threshold l̄R is used for their classification. The simpler version of the problem
for longitudinally short rewards reads as

Cshort
rew = wrew

NR−1∑
i=0

βi. (6.13)

In the extended reward formulation (6.15) the logic OR connective is needed.
Auxiliary continuous optimization variables xRi for the cost reduction of reward
i are introduced. These auxiliary variables realize the OR connective between
the l reward gates associated with their binary gating variable βil when being
minimized in the overall optimization problem. The set Krew restricts the
auxiliary cost variable to the (negative) weight value wrew as a general lower
bound or to 0 if all gates are open. Thus, their binary values are zero. This set
reads as
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Krew(β) =
{
xR ∈ RNR

∣∣∣∣ xRi ≥ wrew, x
Ri ≥ wrew

NRi/2−1∑
l=0

βil , i = 0...NR − 1
}

(6.14)

with variables summarized by

β =
[
β0, . . . , β(NR−1)] , ω =

[
ω0 . . . , ω(NO−1)] .

The extended reward costs

Cext
rew =

NR−1∑
i=0

xRi, with xR ∈ Krew(β), (6.15)

are simply the sum of auxiliary variables realizing the OR connective under
their minimization.

Finally, the “re-decision costs” Cbin penalize the toggling of binary variables.
Here, the weights pi are different for every binary variable, as described in (6.8).
The variable cO,Ri for obstacles and rewards indicates if the binary variable for
the object has changed, which is equal to an XOR logic connective in (6.6) and
(6.7). Please note that there might be several binary variables for each reward.
Therefore, N̄R is used to account for all binary variables related to rewards.

Cbin =
N̄R−1∑
i=0

pic
R
i +

NO−1∑
i=0

pic
O
i (6.16)

Final Problem Formulation

For the ease of notation, the continuous optimization variables are combined in

u =
[
uneg

0 . . . uneg
Nd−1

upos
0 . . . upos

Nd−1

]
. (6.17)

With the set of binary numbers B = {0, 1}, the final mixed-integer problem
(6.18) is stated by combining the model (6.4) with the cost model function
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(6.10) by using the result of (6.12c) splitting the race path deviation nk.

min
u∈R2×Nd ,β∈BNβ ,
ω∈BNω ,xR∈RNR

Cn(u) + C∆n(u) + Crew(xR) + Cbin(β, ω) (6.18a)

s.t. nk+1 = fk(upos
k , uneg

k ), (6.18b)

0 ≤ upos
k ≤ umax, (6.18c)

0 ≤ uneg
k ≤ umax k = 0, . . . , Nd − 1, (6.18d)

Ilow(k, β) ≤ nk ≤ Iupp(k, β), (6.18e)

Hlow(k, ω) ≤ nk ≤ Hupp(k, ω) k = 0, . . . , Nd, (6.18f)

xR ∈ Krew(β) (6.18g)

Also, the reduced costs for reward catching (6.13) as well as the costs for keeping
binary variables in (6.16) are included. Nβ and Nω denote the total count of
all binary decision variables for rewards and obstacles.

6.1.4 Trajectory Optimization

After solving (6.18), a homotopy class is computed from the object polygons
and their associated binary states. The road bounds are described by n(s)
and n(s), which linearly interpolate the original road boundary points or the
associated object boundaries (see Fig. 6.5) according to the homotopy class. As
described in [151], the optimal control problem (OCP) of time-optimal racing
can be described very generally by the following multiple shooting nonlinear
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program (NLP)

min
x0,...,xN ,
u0,...,uN−1
ζ0,...,ζN

N−1∑
k=0
‖xk − xk,ref‖2Q + ‖uk‖2R + (6.19a)

µi ‖ζk‖2 + νi ‖ζk‖1 + ‖xN − xN,ref‖2QN

s.t. x0 = x̄0, (6.19b)

xk+1 = F (xk, uk, t∆), (6.19c)

u ≤ uk ≤ u k = 0, . . . , N − 1, (6.19d)

x ≤ xk ≤ x, (6.19e)

n(sk)− ζk ≤ nk ≤ n(sk) + ζk, (6.19f)

−alat ≤ alat(xk) ≤ alat, (6.19g)

ζk ≥ 0 k = 0, . . . , N. (6.19h)

It represents a tracking problem of a vehicle model, where the final reference
point xN,ref is set “out-of-reach” to obtain approximate time-optimal trajectories.
Here, the 1.2-fold maximum achievable distance was chosen for the final reference
point, where the maximum distance would correspond to the distance obtained
by the maximum speed driven for the given time interval (N+1)t∆. Its structure
of a tracking problem and the associated quadratic cost function allows the
usage of a fast Gauss-Newton Hessian approximation. As opposed to [151],
the reference in (6.19) is set as a previously approximated optimal racing path
rather than the center line of the road. The final values for the cost function
weightings were tuned by experiments and are shown in Table 6.2. The vehicle
model (6.2) is discretized with an integration scheme F (xk, uk, t∆) with fixed
time intervals t∆ and incorporated as (6.19c) into the NLP. Inequality (6.19e)
puts box constraints on the states, which include maximum velocity and steering
angle. The lateral state constraints (6.19f) represent the road boundary and are
dependent on the longitudinal state variable s. Slack variables ζk for violating
(6.19f) are used. An iterative procedure increases their penalty weighting in
consecutive optimization iterations, which we call homotopy iterations. The
lateral acceleration (6.3) is limited via (6.19g).

After nSQP sequential quadratic programming (SQP) iterations of the solver, the
weighting parameters µi and νi are increased as shown in Algorithm (1). Strictly
increasing scheduling functions αµ(i) and αν(i) govern the weighting of the
boundary slack variables. This lets the weights for the boundary slack variables
“grow”, which leads to a smooth transition of the boundary nonlinearity. With
this procedure, the convergence time is reduced, which is shown in the results
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Section 6.1.5. As a drawback, the re-weighting might be unnecessary for smooth
obstacle boundaries and takes additional time.

Algorithm 1: Homotopy iterations for the NLP.
1 i = 0;
2 while i ≤ imax do
3 µ← αµ(i);
4 ν ← αν(i);
5 solve NLP with nSQP iterations;
6 i← i+ 1;
7 end

6.1.5 Real-World and Simulation Results

The presented strategies for combinatorial optimization by mixed-integer
programming (COMIP) and the trajectory optimization of Section 6.1.4 (TO)
are two independent algorithms which were tested in two settings. Both COMIP
and TO were tested in simulations together. The COMIP algorithm was further
used on embedded hardware in the third Roborace competition in its so-called
“season beta” (second series of competitions in 2020), where the presented
TO was replaced by a simpler decoupled trajectory planning algorithm. The
competition took place on the Bedford race circuit (England) in December 2020.

Field Test on the Bedford Race Circuit (COMIP only)

The proposed COMIP algorithm was tested on the NVIDIA DRIVE PX2, with
Ubuntu 16.04. This electronic control unit (ECU) provides two CPUs (4x ARM
Denver, 8x ARM Cortex A57) and two GPUs (2x Tegra X2, 2x Pascal GPU).
The open-source Coin-OR CBC solver was used in a mixed Python/C++ ROS
framework for solving the problem (6.18) with a nominal rate of 0.5 Hz. A
varying amount between 0 and 50 virtual objects was received in generally
random sizes but rectangular shapes in Cartesian coordinates. The race car
“devbot” is described in [233]. This algorithm was also tested in simulations
with the second setup, namely an HP Elitebook with an Intel Core i7-8550
CPU (1.8 GHz), which turned out to be faster by a factor of 4-20. In this setup,
the output of the COMIP was used together with a subsequent algorithm for
curvature minimization (which is a simplified and decoupled approach compared
to the one described in Section 6.1.5). It obtained a minimum curvature
path approximation as well as a final analytical speed maximization based
on this minimum curvature path and road friction parameters as shown in
[272] and [135]. According to [47] and [120], the minimum curvature path is a
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Figure 6.6: Visualization of recorded data of an evasion maneuver on the Bedford
race circuit. The track boundaries are shown in blue, and the racing line (Frenet
transformation line) in red. The car follows the computed trajectory, which is
shown in green.

ECU Simulation

av. (max.) comp. time 1.9s (6.0s) 0.2s (0.4s)

Table 6.1: Maximum computation times of the overall optimization algorithm

good approximation for the optimal race path. The curvature approximation
was computed with the algorithm described in [120], but with only first-order
differences for race line deviations. Fig. 6.6 illustrates planning results from
this event. Table 6.1 shows the maximum computation times for the combined
algorithm (due to logging limitations by the embedded system), where the
COMIP part accounts for 70% of the computation time on average.

Simulation in Virtual Environments (COMIP + TO)

The COMIP algorithm was also tested extensively on different race tracks
with different object settings, including up to 40 differently shaped objects
simultaneously within a prediction horizon of 300 meters. The measured times
for the simulated algorithm on the Bedford race circuit are shown in Table 6.1.

The proposed subsequent TO was tested using the same simulation setup. After
COMIP, the boundaries in (6.19f) were approximated by linear splines with a
spatial discretization interval of the longitudinal coordinate s of 1 meter. For
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Figure 6.7: Trajectory obtained by the presented algorithms in a ROS simulation
framework with obstacles (red) and rewards (green).

solving the NLP in (6.19), the kinematic vehicle model of Section 6.1.2 was used
with a center of gravity at lengths lr = 1.4m and lf = 1.6m and parameters
according to Table 6.2.

The NLP was solved with acados [291], where a Gauss-Newton Hessian
approximation was used together with a two-stage implicit Runge-Kutta
integration scheme. For solving the quadratic program (QP), the interior point
solver HPIPM [97] was used. Altogether, with Algorithm (1) 8 SQP iterations
are performed, with different weights for the slack variables, accounting for the
homotopy iterations. The algorithm was compared to a standard setting with 8
SQP iterations on the final slack weights according to i = 3 in Table 6.2. With
the constant slack weight setting, the NLP solver acados [291] could not find
solutions for several obstacle configurations, where either QP iterations failed
or the solution trajectory got stuck in front of obstacles. With the presented
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Parameter Name Value

Q
[
10−6 10−3 1 10−4 10−1]>

QN
[
10−2 10−1 10−2 10−4 2 · 10−3]>

R
[
10−3 10−2]>

αµ(i), αν(i) 10i, 0.1 · 100.7i

imax, nSQP 3, 2
alat 5 m

s
N , t∆ 100, 0.05 s

Table 6.2: Parameters for Algorithm 1

Name Value

QP comp. time (min/mean/max) 6/9/20 ms
QP iterations (min/mean/max) 6/8/10

Total SQP iterations 8
Total NLP solution time (mean) 72 ms

Table 6.3: Results for Algorithm 1

homotopy iterations, both problems were mitigated. The results are summarized
in Table 6.1.5.

6.1.6 Conclusion

This work presents two contributions to the sophisticated subproblems of
trajectory planning for autonomous racing. First, a novel approximation of the
combinatorial problem as a Frenet-frame-based linear mixed-integer problem is
derived, which allows a fast and robust computation of a distinct homotopy class.
Secondly, a homotopy strategy is presented to obtain robust convergence of a
consecutive NLP. Using these approaches on a real embedded setup has been
verified to achieve high performance in novel autonomous race car competitions
and provide an alternative to the full state-space discretization of graph-search
methods. Further considerations may include the combination of homotopy
iterations with the integer problem and the extension to time-varying objects.
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6.2 A Long-Short-Term Mixed-Integer Formulation
for Highway Lane Change Planning

In this section, the paper published in [227] is reprinted verbatim. Note that the
formatting of some formulas, terms, and numbers has been slightly adjusted for
consistency without changing their meaning or content.

The contributions of each author are listed in the following.

Rudolf Reiter: idea (long term formulation starting from Chebeychev
centering, short term formulation and combination), pro-
gramming, simulation, experiment design and validation,
proposing mathematical formulations, algorithm design,
creation of the document

Armin Nurkanović: mathematical corrections, grammar corrections, spelling
style improvements, coherence review and improvement,
simplification suggestions, rebuttal proof reading

Daniele Bernardini: discussions in initial algorithm design phase, proof reading,
grammar corrections, mathematical corrections

Moritz Diehl: mathematical corrections, grammar corrections, spelling
style improvements, coherence review and improvement,
simplification suggestions

Alberto Bemporad: idea (Chebeychev centering for long term formulation,
prediction of surrounding vehicles), algorithm design,
mathematical corrections, grammar corrections, spelling
style improvements, coherence review and improvement,
simplification suggestions, rebuttal proof reading

Copyright ©2024 IEEE. Reprinted, with permission from Armin Nurkanović, Daniele
Bernardini, Moritz Diehl and Alberto Bemporad. A Long-Short-Term Mixed-
Integer Formulation for Highway Lane Change Planning. May/2024. DOI:
10.1109/TIV.2024.3398805.

Abstract. This work considers the problem of optimal lane changing in a
structured multi-agent road environment. A novel motion planning algorithm
that can capture long-horizon dependencies as well as short-horizon dynamics
is presented. Pivotal to our approach is a geometric approximation of the long-
horizon combinatorial transition problem, which we formulate in the continuous
time-space domain. Moreover, a discrete-time formulation of a short-horizon
optimal motion planning problem is formulated and combined with the long-
horizon planner. Both individual problems, as well as their combination, are
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formulated as MIQPs and solved in real-time by using state-of-the-art solvers.
We show how the presented algorithm outperforms two other state-of-the-art
motion planning algorithms in closed-loop performance and computation time in
lane-changing problems. Evaluations are performed using the traffic simulator
SUMO, a custom low-level tracking model predictive controller, and high-fidelity
vehicle models and scenarios provided by the CommonRoad environment.

6.2.1 Introduction

In recent years many approaches have been proposed for vehicle motion
planning in structured multi-lane road environments. However, considering
combinatorial long-term dependencies and providing optimal trajectories subject
to dynamic constraints in real-time remains a challenging problem. In fact,
even deterministic two-dimensional motion planning problems with rectangular
obstacles are NP-hard [219, 159].

This work proposes a novel iterative planning algorithm, referred to as long
short term motion planner (LSTMP) that reduces the combinatorial complexity
by splitting the problem into a short-term motion planning formulation (STF)
and a long-term motion planning formulation (LTF), both solved by one
MIQP, cf. Fig. 6.8. The STF aims at optimizing a four-state discrete-time
trajectory of a point-mass model, including obstacle constraints, similar to
the formulations of [213, 181]. The STF trajectory is computed for a shorter
horizon to approximate a maximum of one lane change. In contrast, the LTF
aims at obtaining optimal lane transitions, defined by the transition times and
longitudinal transition positions, which are both continuous variables. These
lane transitions are used for long-term planning, i.e., the choice of gaps between
vehicles on several consecutive lanes. Reachability and the choice of transition
gaps on consecutive lanes are modeled by disjunctive programming.
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(τ0, σ0)

Long-Term Planner (LTF)

Sect. V

Long-Short-Term Motion Planner (LSTMP) as MIQP
Sect. VI

(τ1, σ1)

(τ2, σ2)

X

Short-Term Planner (STF)

Sect. IV

coupling constraints (33)

STF trajectory Xenvironment state

(τ0, σ0)

Figure 6.8: Overview of the proposed MIQP formulation for motion planning,
referred to as LSTMP. The MIQP consists of long-term and short-term planning
formulations where the decision variables of both are coupled through consistency
constraints. The short-term decision variables include a continuous point-mass
model trajectory to approximate a single lane change. The long-term decision
variables account for selecting gaps between SVs on each lane.

The planned trajectory of the STF and the transitions of the LTF are formulated
consistently, i.e., a transition point constrains the point-mass model trajectory
to the corresponding lane. Contrary to strict hierarchical decomposition, the
coarser approximation of the high-level plan cannot be infeasible for the low-level
planner.

A challenge of state-of-the-art motion planners is the scaling of computational
complexity with the horizon length [213], which makes long-horizon planning
most often intractable. Within the formulation of the LTF, the locations
of transitions in time and position are continuous. The proposed modeling
uses integer variables only related to the gaps between vehicles on each lane.
Therefore, the number of integer variables does not scale with the horizon
length within the LTF. Consequently, the constant small number of integer
variables, even for long-term predictions, allows for fast computation times of
the algorithm.

Evaluations of the proposed approach are performed with both deterministic
and interactive closed-loop simulations that involve a CommonRoad [13] vehicle
model, a low-level NMPC, and interactive traffic that is simulated with SUMO.
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Related Work

An abundance of fundamentally different techniques address highway motion
planning and were reviewed by [199] and, more recently, by [67, 218] and
particularly for deep learning in [17, 148]. The authors in [199] identified
geometric, variational, graph-search, and incremental search methods as
fundamental planning categories, whereas the more recent and exhaustive
survey [67] adds a major part on artificial intelligence (AI), among further
refinements.

Historically, geometric and rule-based approaches were more dominant.
Parametric curves are used in highly structured environments, such as
highways, due to their simplicity and ease of alignment with the road
geometry [185, 257, 149]. However, the motion plans are usually conservative
and unable to cope with complex environments [67].

In several works, the state space is discretized, and some sort of graph search is
performed [199, 218]. Probabilistic road maps [139, 137], Djikstra graph search
and similar, rapidly exploring random trees [23, 300, 296] are common in highway
motion planning. Nonetheless, they suffer from the curse of dimensionality, the
inability to handle dynamics, a poor connectivity graph, and a poor repeatability
of results [67]. By using heuristics, hybrid A∗ [183, 8, 146] aims to avoid
the problem of high-dimensional discretization in graph-search. Choosing an
admissible heuristic is challenging, and a time-consuming graph generation
is performed in each iteration. Moreover, authors try to improve graph- or
sampling-based algorithms by combining them with learning-based methods [295,
237].

Optimization-based methods can successfully solve motion planning problems
in high-dimensional state spaces in real-time [80]. They are appealing due to nu-
merous advantages, e.g., consideration of dynamics and constraints, adaptability
to new scenarios, finding and keeping solutions despite environmental changes,
and taking into account complex scenarios. Pure derivative-based methods are
often restricted to convex problem structures or sufficiently good initial guesses.
Highway motion planning is highly non-convex. Nonetheless, by introducing
integer variables, the problem can be formulated as an MIQP [209, 181, 164, 213]
and solved by dedicated high-performance solvers, such as Gurobi [114]. Yet,
the planning horizon of MIQP with a fixed discrete-time trajectory is still limited
due to the increasing number of integer variables for increased horizon lengths.
Therefore, keeping the computation time limited remains a challenge, [67].

One successful structure exploitation for solving the highway motion planning
problem faster is the decomposition of the state space into spatio-temporal
driving corridors [133, 30, 181, 173, 164, 77] with simple obstacle predictions.
Still highly non-convex, the region can be decomposed into convex cells [173, 77]
or used in a sampling-based planner [164].
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To leverage the computational burden further, without sacrificing significantly
the overall performance, the presented approach uses a short-horizon planning
similar to [213] and [181], adding a long-horizon coarse geometric approximation
in the spatio-temporal domain (see Fig. 6.8). The proposed STF differs
from [181] by using only one binary variable per time step for the first lane change
and more accurately modeling occupied regions that also consider braking due
to preceding obstacles. Moreover, the consecutive gap is not fixed as in [181]
but determined by the LTF. The idea of combining two horizons was presented
in [158], yet not related to combinatorial motion planning and hierarchically
decomposed in [146] using a graph-based planner.

AI-based methods often use exhaustive simulations to train NNs by reinforcement
learning (RL) [148] or use expert data, such as data collected from human divers,
to perform imitation learning [295, 51]. They often struggle to consider safety
critical constraints and adapt to environment changes [67, 17, 51]. Furthermore,
sim-to-real challenges apply [276] since these methods are mainly trained within
simulations. An advantage includes the capability of using raw sensor inputs,
such as camera images, and the low computational requirements of trained
NNs [17].

The performance of the LSTMP is compared to a state-of-the-art hybrid A∗
method [8], which can be classified as both a deterministic planning AI and graph-
search method [241], and to the mixed-integer programming-based decision
maker (MIP-DM) [213] which is a comparable state-of-the-art optimization-
based method.

Contribution

This paper contributes a novel algorithm for optimal lane-changing highway
maneuvers. Compared to other highway motion planning algorithms, the
proposed lane change motion planner approximates long-term dependencies in
the spatio-temporal (ST)-space, where the computational burden is independent
of the position and the time a lane change occurs. Moreover, we solve the
problem involving the long-term approximation as a consistent single problem
and, therefore, avoid a problematic decoupling. The closed-loop performance is
improved by 15% compared to [213] and [8], and the average computation time
is lowered in randomized interactive simulations by two orders of magnitude.
Compared to [213], the number of integer variables used within the underlying
optimization problem reduces from O(NvehN) to O(Nveh + N) for a number
of Nveh SVs and N discrete-time prediction steps, with a comparable closed-loop
performance on the evaluated scenarios.
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Outline

In Sect. 6.2.2, important background concepts are defined that are used
throughout the paper. In Sect. 6.2.3, the general problem definition, related
assumptions, and simplifications are introduced. Next, the planning approach
is described in Sect. 6.2.4 to 6.2.6 and evaluated in Sect. 6.2.7. The approach is
discussed, and conclusions are drawn in Sect. 6.2.8.

6.2.2 Preliminaries and Notation

The set of non-negative real numbers is denoted by R≥0 = {x ∈ R | x ≥ 0}
and non-negative integers by N0 = {x ∈ Z | x ≥ 0}. Integer sets are written
as N[m:n] = {z ∈ N0 | m ≤ z ≤ n} with m < n. By using the notation f(x; y) in
the context of optimization problems, we denote the dependency of function f on
variables x and parameters y. The convex hull C ⊆ Rn of two polygons A ⊆ Rn
and B ⊆ Rn is C = conv(A,B). We use the floor function bxc for rounding
a number x ∈ R to the largest smaller integer and the ceil function dxe for
rounding to the smallest larger integer.

Propositional logic and mixed-integer notation

For a given compact set X ⊂ R and continuous function f : X → R, let M ≥
maxx∈X f(x) and M ≤ minx∈X f(x) denote an upper and lower bound of
f(x) on X , respectively. The following properties hold for a given f : X →
R [283, 304].

Property 6.2.1. For a product y = βf(x), with y ∈ R, the following equivalence
holds for all x ∈ X and β ∈ N[0:1]:

y = βf(x)⇔


y ≤Mβ,

y ≥Mβ,

y ≤ f(x)−M(1− β),
y ≥ f(x)−M(1− β).

(6.20)

Property 6.2.2. The implication [β = 1] =⇒ [f(x) ≥ 0] of a binary variable
β ∈ N[0:1] that activates constraint f(x) ≥ 0, is formulated as

f(x) ≥M(1− β). (6.21)

Property 6.2.3. The implication [f(x) > 0] =⇒ [β = 1] of a binary
variable β ∈ N[0:1] that gets activated if constraint f(x) > 0 is valid, is formulated
as

f(x) ≤Mβ. (6.22)
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Property 6.2.4. The disjunction
∨N
i=1[fi(x) ≥ 0] is formulated by adding N

binary variables βi ∈ N[0:1] with i ∈ N[1:N ], and the conditions

[βi = 1] =⇒ [fi(x) ≥ 0],∀i ∈ N[1:N ]

N∑
i=1

βi ≥ 1
(6.23)

Chebychev Center

The Chebychev center (CC) of a polyhedron P = {x | Ax ≤ b}, with A ∈ Rm×n
and b ∈ Rm, is the center x? ∈ Rn of the largest ball B(x?, r?) = {x | ‖x? − x‖ ≤
r?} contained in P [46]. The radius r? is called the Chebychev radius. With
Ai and bi being the i-th row of A and b, respectively, the CC and Chebychev
radius can be computed by solving the linear program

min
r, x

− r (6.24a)

s.t. Aix+ r‖Ai‖2 ≤ bi i ∈ N[1:m], (6.24b)

r ≥ 0 (6.24c)

6.2.3 General Lane Changing Problem

The general problem for lane changing is stated as an optimal control problem
(OCP), similar to [325]. For a multi-lane environment, a total of L lanes are
defined by curvilinear center curves and a lane width dlane. Moreover, we assume
the existence of a parametric function γ : R≥0 → R2 for the rightmost reference
lane that maps a longitudinal path coordinate s to a Cartesian point. The
reference lane is parameterized by a vector θγ which is included in the road
geometry parameters θ :=

(
θγ , dlane

)
. We consider a vehicle model in the Frenet

coordinate frame [328, 302, 228] with states x(t) ∈ Rnx and inputs u(t) ∈ Rnu ,
whose trajectories are governed by the nonlinear ordinary differential equation
(ODE) ẋ = ξ(x(t), u(t)) with the initial condition x(t0) = x0. Using Frenet
coordinates poses mild assumptions on the maximum value of the curvature,
cf. [86]. Among others, the state of the Frenet model includes a longitudinal
position state s, a lateral position state n, a velocity v, and a heading angle
mismatch α [228].

States and controls are constrained by physical limitations depending on θ,
which are expressed by admissible sets X(t; θ) and U(t).

ForM vehicles on each lane, we consider Nveh = LM SVs with states xsv
i (x(t), t)

for i ∈ N[1:Nveh] that depend on the planned ego trajectory x(t). Note that the



158 MIXED-INTEGER OPTIMIZATION FOR COLLISION AVOIDANCE

dependency of the states xsv
i (x(t), t) on the ego state x(t) is due to the interaction

of the ego vehicle with SVs and is a major source of complexity [298, 161]. We
assume that the obstacle-free set can be approximated by Xfree(x(t), t). In the
latter sections 6.2.4 and 6.2.5, we explain how to define the set Xfree(x(t), t) in
an MIQP model.

In compliance with [77], multiple general objectives are proposed in the Frenet
coordinate frame in order to define the desired behavior. A goal lane index l̃ ∈
N[1:L] and a reference velocity ṽ ∈ R≥0, define the goal parameters

Θ := (l̃, ṽ).

Curvilinear reference paths are expressed as constant lateral references ñi for
i ∈ N[1:L]. One desired behavior is to track the lateral lane reference the vehicle
is currently driving on. The current reference lane index l(n) w.r.t. the current
lateral state n is uniquely determined by

l(n) =
⌈

n

dlane
+ 1

2

⌉
. (6.25)

Note that determining the lane as in (6.25) within an optimization problem is
not trivial and requires, for instance, the use of additional integer variables, as
shown in Sect 6.2.4. By using the weights wn and wv, the cost of tracking the
reference lane index l(n(t)) and longitudinal reference speed ṽ is

gref
(
x(t), u(t); θ,Θ

)
=wn

(
n(t)−

(
l(n(t))− 1

)
dlane

)2
+

wv

(
v(t)− ṽ

)2
+ u>(t)Ru(t),

(6.26)

which includes a quadratic penalty on the input u, with the positive definite
weighing matrix R ∈ Rnu×nu .

Next, a cost for the distance to the goal lane l̃ ∈ N[1:L] with a weight wg ∈ R≥0
is added, which is the main objective of the presented planner and written as

glane(x(t); Θ) = wg
∣∣l(n(t))− l̃

∣∣. (6.27)

In the proposed approach, only lane changes towards the goal lane l̃ are
considered.

Finally, the objective functional is

J
(
x(·), u(·); θ,Θ

)
:=
∫ ∞
t=t0

(
gref(x(t), u(t); θ) + glane(x(t); Θ)

)
dt, (6.28)

and the considered general optimal control problem that is approximately solved
by the proposed approach is
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min
x(·), u(·)

J
(
x(·), u(·); θ,Θ

)
(6.29a)

s.t.

x(t0) = x0, (6.29b)

ẋ = ξ(x(t), u(t)), t ∈ [t0,∞), (6.29c)

x(t) ∈ Xfree(x(t), t; θ) ∩ X(t; θ), t ∈ [t0,∞), (6.29d)

u(t) ∈ U(t), t ∈ [t0,∞). (6.29e)

Assumptions and Simplifications

Several assumptions and simplifications are made for the proposed planning
approach in order to approximate (6.29) by an MIQP. As a major simplification,
the vehicle dynamics are formulated by a point-mass model with mass m in
a Frenet coordinate frame [86], including the longitudinal and lateral position
states s and n, as well as associated velocities vs and vn, with x = [s, n, vs, vn]>,
and acceleration inputs as and an, with u = [as, an]>. The dynamics are
modeled by

ẋ = [vs, vn,
1
m
as,

1
m
an]>. (6.30)

We assume the absolute value of the curvature κ(s) and its derivative κ′(s)
to be small for highway roads and, therefore, the acceleration in the Frenet
coordinate frame is approximately equal to the acceleration in Cartesian
coordinate frame [86]. This model was empirically shown to be valid for
the cases where vehicles are not driving at their dynamical limits [181] and
motivated in several other works, e.g., [213, 158, 58, 122, 255]. Critical evasion
maneuvers are passed to a NMPC within the presented structure.
Assumption 6.2.1. Lane changes of SVs can be detected.

Ass. 6.2.1 can be satisfied by perception techniques described in [112, 199] or
by vehicle-to-vehicle communication.

Assumption 6.2.2. Considering two vehicles in the same lane, the rear vehicle
is responsible for avoiding collisions. The leading vehicle must maintain general
deceleration limits. Vehicles that change lanes must give way to vehicles on the
lane they are changing to.

Taking into account interactions among traffic participants within Xfree(x(t), t; θ)
is essential for certain maneuvers in order to avoid prohibitive conservatism [285].
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Figure 6.9: The first figure shows the enumeration of lanes and gaps, and
the three rightmost figures show the sets related to free spaces. Surrounding
vehicles (SVs) are uniquely enumerated. Gaps are the free spaces on a lane
w.r.t. SVs and are enumerated according to the leading vehicles. An additional
index is used for each frontmost gap. The sets Nl,S+

i and S−i define half-spaces
in the SLT-space and are plotted in green for the position dimensions. The
sets are tightened to include all configurations of the SVs and ego vehicle to
allow collision-free planning with a point-mass model. All leading vehicles on
the same lane are considered to construct the set S+

i since any slower vehicle
requires all following vehicles to brake. For the following vehicle set S−i , only
the closest vehicle to gap i is considered since preceding ones are assumed not
to influence leading vehicles.

However, the interdependence of plans among interactive agents leads to
computationally demanding game-theoretic problems [160, 56]. Similar to [181],
the leader-follower interaction is simplified by ignoring collision constraints of
followers on the same lane at the current state, leaving the responsibility for
collision avoidance to the follower. Other SVs that are not following on the
current lane are considered obstacles independent of the ego plan as long as
these SVs are on adjacent lanes or in front of the ego vehicle.

The following assumptions consider constraints in the three-dimensional SLT-
space [77], i.e., the space of the longitudinal and the lateral Frenet position
states s and n and time t.

On each lane, a maximum of M vehicles are considered. We use indices i ∈
N[1:LM ] for the enumeration of the resulting maximum LM vehicles on the lanes
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in ascending order, starting from lane l = 1 from rear to front. The free space
on the back of each vehicle along the lane is referred to as gap and enumerated
according to the leading vehicle index, cf., Fig. 6.9. A number of L indices are
added for the gaps in front of the first vehicle on each of the L lanes. Therefore,
the number of gap indices is L(M + 1). The function lveh(i) returns the lane
index of vehicle i. The function lgap(i) returns the lane index of gap i. The
function Mlane(i) returns the total number of vehicles on lane l = lveh(i) for a
vehicle with index i.

In the following, we assume that Xfree(x(t), t) can be partitioned into
sets XIfree(x(t), t) related to SVs x̂sv

i within indices in the set i ∈ I ⊆ N[1:LM ],
with Xfree(x(t), t) ⊆ XIfree(x(t), t) and Xfree(x(t), t) = XN[1:LM]

free (x(t), t).

By inflating the obstacle shapes and lane boundaries by a safe distance according
to all allowed configurations of the ego and the SVs, the planning problem
can be formulated by a point-wise set exclusion of the curvilinear ego position
states s(t) and n(t) [159].
Assumption 6.2.3. For all SVs not driving at the current ego lane l, defined
by the index set I(l) = {k ∈ N[1:LM ] | l 6= lveh(k)}, an obstacle-free set Nl =
{n ∈ R | nl ≤ n ≤ nl} w.r.t. the ego lateral state n can be found such that

n ∈ Nl =⇒ x(t) ∈ XI(l)
free (x(t), t).

Ass. (6.2.3) is used to define collision avoidance constraints to vehicles on
adjacent lanes by formulating constraints on the lateral state n. Without
further details, it is assumed that the bounds in Ass. 6.2.3 are tight enough to
contain most of the adjacent lanes as free space, i.e., Nl 6= ∅.
Assumption 6.2.4. Given an SV with index i, upper position bounds ssv

i and
velocity bounds vsv

i can be found that define the collision-free set

S−i =
{

(s, t) ∈ (R≥0 × R≥0)
∣∣ s ≥ ssv

i + tvsv
i

}
. (6.31)

such that it holds that

(t, s(t)) ∈ S−i =⇒ x(t) ∈ X{i}free(x(t), t).

Assumption 6.2.5. For all SVs on lane l, with indices i ∈ N[1:M ], lower
position bounds ssv

i , velocity bounds vsv
i and leading vehicle distances ∆si can

be found that define the set

S+
i =

{
(s, t) ∈ (R≥0 × R≥0)

∣∣∣∣s ≤ ssv
i + tvsv

i +
Mlane(i)∑
k=i+1

ssv
k + tvsv

k −∆sk−1

}
.

(6.32)

such that for 0 ≤ t ≤ t it holds that

(t, s(t)) ∈ S+
i =⇒ x(t) ∈ X{i,...,M}free (x(t), t).
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Figure 6.10: Construction of longitudinal ostacle-free space S+
i for an SV with

index i and two leading vehicles. The left plot shows the nominal prediction
sets Oi. The right plot shows the blocking lower-bound set enforced on the
following vehicles. Red trajectories correspond to samples of actually driven
trajectories.

Similar assumptions are made in related work, e.g., [133, 181], and with a
more accurate lateral shape in [213]. The bounds in Ass. 6.2.5 approximate
a distribution that is generated by the intelligent driver model [286], where
a vehicle either drives or approaches a range around a reference velocity ṽsv

i ,
with vsv

i ≤ ṽsv
i ≤ vsv

i , or drives within a certain distance ∆si to a slower leading
vehicle [133, 181], cf., Fig. 6.10. The set

Oi =
{

(s, t) ∈ (R≥0 × R≥0)
∣∣ ssv

i + tvsv
i ≤ s ≤ ssv

i + tvsv
i

}
is referred to the nominal SV prediction set in the absence of leading vehicles.
In each planning step, the bounds of Oi are updated based on the current SV
state x̂sv

i , where for the velocity bounds it additionally holds that vsv
i ≤ v̂sv

i ≤ vsv
i

and for the position bounds ssv
i ≤ ŝsv

i ≤ ssv
i holds.

Assumption 6.2.6. The duration of a lane-change tlc is upper-bounded by tlc ≤
tlc.

For a concise notation, no offsets are assumed, i.e., the current lane and gap
index are 1, the current planning time is assumed at zero seconds and the initial
lateral reference and longitudinal estimated state are set to 0, therefore ñ0 = 0
and ŝ = 0.
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Obstacle-Free Set Approximations

In the following, convex obstacle-free sets in the SLT-space are defined as
intersections of the sets S+

i ,S
−
i and Nl, which serve as a basis for the proposed

LSTMP.

Two convex three-dimensional sets in the SLT-space are used to formulate a
lane change from lane l and gap index g on the same lane, i.e., l = lgap(g), to
gap index g+ on the next lane l+1, i.e., l+1 = lgap(g+). First, for lane-keeping,
obstacle avoidance reduces to the problem of staying within the current lane
boundaries (Ass. 6.2.3), ignoring following SVs on the same lane (Ass. 6.2.2)
and consider leading SVs, with an upper-bound related to (6.32), stated as the
convex obstacle-free set over the longitudinal and lateral position and time

F+
g =

{
(t, s, n) | (t, s) ∈ S+

g , n ∈ Nlgap(g)
}
. (6.33)

Next, the free set for a lane change is defined in the two-dimensional ST-space,
which is a subspace of the SLT-space, as

S lc
g,g+ =

{
(t, s) ∈ S+

g ∩ S+
g+ ∩ S−g+

}
. (6.34)

Finally, as shown in Fig. 6.11, the free space related to a lane change from lane l
and the related gap index g to lane l + 1 and the related gap index g+ is

F lcg,g+ =
{

(t, s, n) ∈ S lc
g,g+ × R

∣∣n ∈ conv(Nlgap(g) ∪Nlgap(g+))
}
. (6.35)

For a lane change, both lanes are required to be free of SVs, and for the next
lane l + 1, also rear vehicles need to be considered for the duration of the lane
change, cf. Ass. 6.2.2. Only the closest rear vehicle on the next lane needs to
be considered since more distant vehicles are constrained by preceding ones, cf.
Fig. 6.11.

The convexity of (6.33), (6.34) and (6.35) stems from the fact that each set is an
intersection of hyperplanes, which implies convexity [46]. In case of a detected
lane change of an obstacle, which we assume to be detectable (Ass. 6.2.1),
both lanes are considered to be blocked for the whole prediction horizon, cf.
Ass. 6.2.1.

6.2.4 Short-Horizon Approximations

The short-term motion planning formulation (STF) approximates the vehicle
dynamics for a prediction horizon tf and a maximum of one lane change towards
the goal lane l̃, similar to [181, 213]. The selection of the particular gap index g+

on the next lane is part of the long-term motion planning formulation (LTF),
which is vice versa constrained by the trajectory of the STF in the final LSTMP
formulation.



164 MIXED-INTEGER OPTIMIZATION FOR COLLISION AVOIDANCE

lane l + 1

t = t0

F lc
g1,g4

gap g4

g1g3

g2

F lc
g1,g3

F lc
g1,g2

lane l

s
(m

)

n (m)

F lc
g1,g4

F lc
g1,g3

F lc
g,g2

s
(m

)
n (m)

Figure 6.11: Sketch of obstacle-free sets F lc (green) for lane changing related to
three SVs on the two lanes l and l+ 1. The left plot shows the curvilinear space
with coordinates s and n. The right plot shows the ST-space. Three possible
gaps with indices g2, g3, and g4 on the consecutive lane l+ 1 are available for a
transition from gap index g1 and lane l.

Discretizing the model (6.30) with a discretization time td yields the linear
discrete-time model

xk+1 = Axk +Buk. (6.36)

A prediction horizon tf = Ntd with N steps is used to approximate the infinite
horizon in (6.29).

We define the acceleration bounds on the Frenet coordinate frame accelerations
by the admissible control set

U =
{
u ∈ Rnu

∣∣ u ≤ uk ≤ u}, (6.37)

where u = [alon,−alat]> and u = [alon, alat]>. Nonetheless, higher curvatures
and its derivatives can be inner-approximated by convex sets according to [86].
Moreover, the constraint

αlvs ≤ vn ≤ αrvs (6.38)

limits the lateral velocity in order to approximate the nonholonomic motion of
a kinematic vehicle model.

The reference tracking cost (6.26) is approximated for the STF, whereas the
remaining costs of the objective (6.28) are approximated as part of the LTF.
Binary variables λk ∈ N[0:1], with Λ = [λ0, . . . , λN ], are used to indicate whether
the planned position is on the current lane, λk = 0, or on the next lane, λk = 1.
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The lane indices are always updated w.r.t. the current state such that λk = 0
corresponds to the current lane. A lateral reference can, therefore be expressed
by

ñk = dlaneλk, k ∈ N[0:N ], (6.39a)

λk+1 ≥ λk, k ∈ N[0:N−1]. (6.39b)

Constraint (6.39b) is used to cut off binary assignments to ease the solution of
the MIQP problem. The constraint

ñk −
dlane

2 ≤ nk ≤ ñk + dlane

2

is added to guarantee that from ñk > 0 the planned ego vehicle state is located
on the next lane. Cost (6.26) can consequently be approximated with Frenet
states as

gst
ref(xk, uk, λk) = wn(dlaneλk − nk)2 + wv(ṽ − vs,k)2 + u>k Ruk. (6.40)

Cost (6.40) includes the term (dlaneλk − nk)2 = (dlaneλk)2 − 2dlaneλknk + n2
k

with the bilinear term −2dlaneλknk which cannot directly be handled by MIQP
solvers [114]. Thus, this bilinear term is reformulated by introducing continuous
auxiliary variables qbin,k ∈ R≥0, the additional constraint qbin,k = λknk and
further related constraints according to Property 6.2.1.

Finally, safety constraints approximating the set Xfree(x(t), t) for the current
and the next lane are formulated by considering M vehicles on the current
lane, which is always set to l = 1 and the next lane l+ = 2 and a chosen gap
index g+ ∈ N on the next lane, with 2 = lgap(g+).

Changing lane at time τ1 follows three stages (cf. also [181]) where, in each
stage, the constraints can be formulated as convex sets, cf., Fig. 6.12. First, at
time t ≤ τ1 − 1

2 tlc, the ego lane is tracked, second the lane is changed until the
time limit τ1 + 1

2 tlc, and thirdly constraints for driving on the next lane hold for
t ≥ τ1 + 1

2 tlc. The lane change time on either lane is approximated by the upper-
bound related to the time indices, nlc = d tlc2td e. Consequently, the lane change
phases can be formulated in terms of index shifts of λk, with [(1− λk+nlc) = 1]
indicating the first stage, [(λk+nlc −λk−nlc) = 1] indicating the transition phase
and [λk−nlc = 1] indicating the last stage on the next lane, cf. Fig. 6.12. For
out-of-range indices, i.e., k < 0 or k > N , the first value λ0 or the last value λN
are padded. For each position and time tuples (tk, sk, nk) with k ∈ N[0:N ] and
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Figure 6.12: Visualization of SVs sets O{1,2,3} in the SLT-space and consecutive
convex free regions between gap index 1 and gap index 2. The time sub-
spaces T lc− = {(t, s, n)|t ≤ τ1−tlc/2}, T lc = {(t, s, n)|τ1−tlc/2 ≤ t ≤ τ1+tlc/2}
and T lc+ = {(t, s, n)|t ≤ τ1 + tlc/2} define the consecutive time-related spaces
on the planning horizon. The set F+

1 ∩ T lc− is the obstacle-free space on the
first lane before the lane change, F lc

1,2 ∩ T lc is the free space during the lane
change and F+

2 ∩ T lc+ is the obstacle-free space on the next lane after the lane
change. Rear vehicles in the same lane are ignored, i.e., a vehicle is always
allowed to brake. The binary variables λk determine which set constraints are
active for each xk.
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the current gap index g = 1, we require

[1− λk+nlc = 1] =⇒ (tk, sk, nk) ∈ F+
1 , (6.41a)

[λk−nlc − λk+nlc = 1] =⇒ (tk, sk, nk) ∈ F lc
1,g+ , (6.41b)

[λk−nlc = 1] =⇒ (tk, sk, nk) ∈ F+
g+ , (6.41c)

where the implications are reformulated according to Property 6.2.2.

Recursive feasibility requires disjunctive terminal velocity constraints depending
on the final lane, which is either the current lane implying [λN = 0] or the next
lane, implying [λN = 1]. Therefore, the terminal set is expressed by

[λN = 1] =⇒ vs,N ≤ ssv
g+ + tdNv

sv
g+ , (6.42a)

[1− λN = 1] =⇒ vs,N ≤ ssv
1 + tdNv

sv
1 , (6.42b)

vn,N = 0. (6.42c)

Note that this terminal set is restrictive since it upper-bounds the final velocity
with the velocity of the preceding vehicle on the respective lane. An increased
terminal safe set could be formulated by piece-wise linear approximations of
deceleration constraints, which requires further binary variables, cf. [181].

So far, constraints and costs have been introduced that are used as part of
the STF to plan a collision-free discrete-time trajectory from the current lane
to a certain gap at the next lane. Noteworthy, this trajectory is constrained
such that it is always safe w.r.t. the obstacle constraints. The selection of
the possible gap indices and also all further gaps towards the goal lane are
formulated in the LTF and explained in the next section. The STF and the
LTF are formulated in the final MIQP with mutual constraints, such that the
rather approximate LTF cannot plan transitions that are infeasible w.r.t. the
STF.

6.2.5 Long-Horizon Approximations

Within the LTF, costs and constraints are formulated that select collision-
free transition gaps between two adjacent lanes. For long horizons, a fixed
discretization in time is prohibitive since the number of variables increases
with the horizon length and would make the optimization problem hard to
solve [213]. To circumvent the computational scaling with the prediction time,
we propose a formulation in the two-dimensional continuous ST-space, where we
exclusively model the transitions as points in time and longitudinal position for
each lane change, with the transition times T = [τ1, . . . , τL−1]> and longitudinal
transition positions Σ = [σ1 . . . , σL−1]>.



168 MIXED-INTEGER OPTIMIZATION FOR COLLISION AVOIDANCE

In the following, three synergetic concepts are formulated to approximate the
transitions, i.e., constraints that approximate reachability, a formulation for
guaranteeing and maximizing the distance to SVs and a disjunctive formulation
for choosing among gaps between vehicles for each lane. Binary variables are
used to indicate whether transitions are invalid, resulting in the tuples of valid
transitions for L̄ ≤ L lanes.

Approximate Reachability

Reachability between transitions is approximated by the set R(τl, σl) using
constraints defined by operating velocity bounds vop and vop and an
approximation t̃lc of the time required to traverse a lane. The operating
velocity bounds are artificially added to approximate the true reachable set
around the expected velocity range of the vehicle.

The approximated set is used to define constraints for the next transi-
tion (τl+1, σl+1), cf. Fig. 6.13. Each reachable set depends on the last
transition (σl, τl) by the shifted cone

R(τl, σl) =
{

(τl+1, σl+1)
∣∣∣∣σl+1 ≤ σl + vop(τl+1 − τl − t̃lc)
σl+1 ≥ σl + vop(τl+1 − τl + t̃lc)

}
. (6.43)

The convex reachable set (6.43) is an approximation using the velocity
bounds vop and vop. Using bounds on the acceleration would result in nonconvex
quadratic constraints, which could still be approximated by the problem-specific
parameters t̃lc, vop and vop.

Chebychev Centering for Transitions

Next, criteria for determining the locations of continuous transition points are
defined. Transitions require an obstacle-free area for a minimum of the duration
of the lane-change tlc, as defined for the STF. Beyond the minimum required
time, an approach based on the Chebychev center (CC) is proposed that centers
the transition in the ST-space related to obstacle constraints, i.e., the transition
should be planned at a maximum weighted distance to constraints.

The CC formulation of (6.24) is used as a basis for further considerations.
Centering constrains for the polytope defined by [τ, σ] ∈ S+

g are written as
h+
g (τ, σ, r) ≤ 0 according to (6.24), which includes the centering radius r. For

the polytope defined by [τ, σ] ∈ S+
g ∩S−g , the centering constraints are denoted

by hg(τ, σ, r) ≤ 0.

Notice that the ST-space has different units, namely longitudinal distance and
time. To achieve a meaningful distance measure, the time coordinate is scaled
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Figure 6.13: The left plot shows the reachable sets after the transition to lane l
and after the transition to lane l + 1. The reachable set has an offset related to
the estimated traversal time t̃lc. The right plot shows the Chebychev center (CC)
of the transition to lane l + 1 from gap index i1 to gap index i3 with two SVs
on the next lane l + 1 (yellow) and one SV on the current lane l (grey). The
time axis is scaled by the reference velocity ṽ, which is here assumed to be 1.

by the reference velocity ṽ. Therefore, the unit of the radius is measured in
meters.

The constraint (6.24c) is tightened to r ≥ r to guarantee the minimum distance
to obstacle constraints in the ST-space, i.e., the centering is only feasible
for a centering radius higher than a threshold r. Using the sequence of
gap indices [g1, . . . , gL−1], with l = lgap(gl), for each lane transition and the
accumulated cost

Gsafe(R) = −wsafe

L−1∑
l=1

rl,

with transition radii R = [r1, . . . , rL−1]> and a weight wsafe to promote a further
safety distance beyond the hard constraints, all transitions can be formulated
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in the shared linear program

min
R,Σ, T

Gsafe(R) (6.44a)

s.t. h+
gl

(τl, σl, rl) ≤ 0, l ∈ N[1:L−2], (6.44b)

hgl+1(τl, σl, rl) ≤ 0, l ∈ N[1:L−2], (6.44c)

r ≤ rl, l ∈ N[1:L−1]. (6.44d)

Fig. 6.13 shows the centering of a transition (τl+1, σl+1, rl+1) from lane l to
lane l + 1 in the presence of a leading SV i1 on lane l with l = lveh(i1) and two
SVs i2, i3 on the next lane l + 1 with l + 1 = lveh(i2) = lveh(i3). Besides the
SVs constraints, the center of the transition (τl+1, σl+1) is constrained by the
approximated reachable set.
The linear program (6.44a) is not directly solved, but its cost and constraints
are included in the final LSTMP MIQP. Notice that, therefore, the centering
is solved as a weighted trade-off to other constraints, such as the duration
of the lane change. The sequence of gap indices is determined by the
disjunctive formulation including the constraints within a “big-M” formulation,
cf. Property 6.2.4, and explained in the next Section 6.2.5. Notice that
computing the transitions purely by maximizing the distance to SVs, without
including a measure along the time axis, would ignore the safety distance related
to the relative velocity of vehicles.

Disjunctions Among Gaps

A fundamental combinatorial aspect of lane change planning is the choice
of gap indices on each lane. In Sect. 6.2.5, it was shown how to constrain
transitions to an approximate reachable set, and in Sect. 6.2.5, a formulation
to center a transition in the ST-space was introduced, given a sequence
of gap indices. As an essential final component of the LTF, a disjunctive
formulation of choosing a single gap on each lane is proposed according to
Property 6.2.4. To activate constraints related to a certain gap, on each
transition (τl, σl) binary variables βi ∈ N[0:1] are used and summarized in
the vector B ∈ (N[0:1])(L−1)(M+2). The activation of gaps starts on the
second lane since the current lane gap is trivially fixed. In each lane, one
additional binary variable is added to account for the option of no transition
or lane-keeping. Therefore, this particular binary variable with index ĝ
implies the variables (τl, σl) to be unconstrained by defining hĝ(τl, σl, rl) ≤M ,
where M is a large number. For the following definitions, we define the
set Gl := {g | l = lgap(g)}, i.e., the set of all ´gap indices on a particular
lane, including the additional virtual unconstrained one and the set Ĝ that



A LONG-SHORT-TERM MIXED-INTEGER FORMULATION 171

contains all indices of unconstrained added gaps. The disjunctions∨
g+∈Gl+1

[
βg+

hg+(τl, σl, rl) ≤ 0

]
, ∀l ∈ N[1:L−1], (6.45)

constrain the transition (τl, σl) onto lane l + 1 by the leading and following
vehicles of a selected gap index g+, where βg+ = 1 and the disjunctions

∨
g∈Gl

[
βg

h+
g (τl, σl, rl) ≤ 0

]
, ∀l ∈ N[2:L−1], (6.46)

constrains the transition (τl, σl) from lane l to the next lane only by the leading
vehicles. In the case of no transition, i.e., the additional binary variables βĝ is
activated, where ĝ the index of the virtual added unconstrained gap, a high
cost Glane(Σ, T, B) is added that approximates (6.27) for not changing the lane.

Note that the binary variables B are related to the gaps on each lane,
starting with the second lane l = 2. The transitions (τl, σl) are related to
two adjacent lanes l and l + 1, starting with the transition from the first
lane l = 1. This distinction is crucial to the disjunctive constraints for each
transition. For a transition l related to the departing lane l, only leading vehicle
constraints h+

g (τl, σl, rl) ≤ 0 related to gap index g are considered according to
Ass. 6.2.2. For the next lane gap index g+ both, the preceding constraints and
the leading vehicle constraints in hg+(τl, σl, rl) ≤ 0 are used. This formulation
models interactive behavior by allowing to slow down SVs on the current lane
to reach a certain gap on the next lane.

The following further constraint on the binary variables∑
g∈Gl

βg = 1, ∀l ∈ N[2:L], (6.47)

reduces the search space for the mixed-integer (MI) solver. For each pair of
consecutive virtual gaps ĝ and ĝ+, with lgap(ĝ+) = lgap(ĝ) + 1, the physical
constraint

βĝ+ ≥ βĝ, (6.48)

sets all further lane-changes l > l1 to lane-keeping, if a lane is blocked.

Cost Approximations

In the following, a lane changing cost Glane(Σ, T, B) that approximates (6.27)
and a reference velocity cost glh

ref(Σ, T ) that approximates (6.26) and penalizes
transitions with deviations of the reference velocity ṽ are formulated.
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Cost (6.27) linearly penalizes the number of lanes distant from the goal lane and
is integrated over time in the final objective. This integral can be approximated
over a horizon tf by the following sum∫ tf

t=t0
glane(x(t); Θ)dt ≈ Glane(Σ, T, B) := wg

∑
ĝ∈Ĝ

τl(1− βĝ) + tfβĝ, (6.49)

which penalizes the duration τl on each lane l, if there was a valid transition, i.e.,
βĝ = 0. If no transition was computed for lane l, i.e., βĝ = 1, the cost for the
full horizon staying on the lane is summed in (6.49). Note that (6.49) contains
bilinear terms of binary variables βĝ and σl, both decision variables. The terms
are treated by introducing an additional variable qbi,l for each bilinear term, cf.,
Property 6.2.1. All auxiliary variables related to bilinear terms are summarized
by Qbi = [qbi,1, . . . , qbi,L, qbin,1, . . . , qbin,N−1]

Finally, the difference of the reference speed according to (6.26) is penalized for
two consecutive transitions by

Gref(T,Σ) =wvtf
lg

(
lg∑
l=2

(
(σl − σl−1) + (τl − τl−1)ṽ

)2)
. (6.50)

Cost (6.50) approximates the duration between lane transitions with the constant
value tf

lg
, starting from the second transition as the reference cost approximation

of (6.26) for the first transition is included in the STF cost (6.40).

Notably, this cost approximation for the reference velocity neglects the planned
time driving on each lane.

6.2.6 Long-Short-Horizon Motion Planner

In the following, we complete the final motion planning MIQP problem with
necessary additional formulations for combining the STF of Sect. 6.2.4 and the
LTF of Sect. 6.2.5.

First, the formulations of the STF and the LTF are combined consistently
according to the following definition for the first transition (τ1, σ1).

Definition 6.2.1. A transition (τ, σ) is consistent with the longitudinal states sk
and the lateral states nk of a trajectory, with k ∈ N[0:N ], if and only if the
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following inequalities hold

nk ≤
dlane

2 ,∀k ∈ {i ∈ N[0:N ] | it∆ ≤ τ}, (6.51a)

nk >
dlane

2 ,∀k ∈ {i ∈ N[0:N ] | it∆ > τ}, (6.51b)

sk ≤ σ, ∀k ∈ {i ∈ N[0:N ] | it∆ ≤ τ}, (6.51c)

sk > σ,∀k ∈ {i ∈ N[0:N ] | it∆ > τ}. (6.51d)

Def. 6.2.1 states that the position states of the STF trajectory must be located
on the current lane, closer than the longitudinal position σ and before the
transition time τ and on the consecutive lane and position, thereafter.

In the following, the consistency formulation for the first transition (τ1, σ1) of
a feasible solution of the LSTMP is shown. Therefore, constraints among the
discrete decision variables λk, the transition (τ1, σ1) and positions sk of the STF
are defined by the pair-wise exclusive disjunctions according to Property 6.2.4,[λk = 1]

ktd ≥ τ1
sk ≥ σ1

 ∨
[λk = 0]
ktd < τ1
sk < σk

 , ∀k ∈ N[1:N ], (6.52)

For each pair k, the disjunctions (6.52) use the same binary variable λk, yet,
with the opposite indication, i.e., either [λk = 0] or [λk = 1], which makes it
exclusively choosing the related constraints.

Moreover, a terminal set formulation for the STF is required to reach a
transition (τ1, σ1) with τ1 ≥ Ntd, i.e., the transition time τ1 is further distant
than the final STF prediction time Ntd. It holds that τ1 ≥ Ntd ⇔ [λN = 0], so
the reachable set can be conditioned on λN by

[λN = 0] =⇒ (τ1, σ1) ∈ R(Ntd, sN ). (6.53)

The final LSTMP, formulated as an MIQP, can be stated by decisions variables,
costs, and constraints of the STF, the LTF, and with the additional coupling
constraints (6.52) and (6.53).

The STF decision variables are Xs = (X,U,Λ) ∈ Vs, where

Vs = RN×nx × RN−1×nu × (N[0:1])N ,

and the LTF decision variables are Xl := (Σ, T,R,Qbi, B) ∈ Vl, where

Vl := RL−1 × RL−1 × RL−1 × RL−1+N × (N[0:1])L−1×M+2.
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Figure 6.14: Overview of the approximations of the general OCP objective
function (6.29) by the LTF cost Ĵl(·) and the STF cost Ĵs(·). The reference
cost gref(·) is approximated for the first two lanes within the STF and, thereafter,
by the LTF.

In total, 3(L− 1) continuous and (L− 1)(M + 2) binary variables are used to
model the transitions for LM SVs. Another (N − 1)(nx + nu) + nx continuous
and N binary variables model the first lane change for a horizon of tdN . A
total of L+N − 1 variables are used as auxiliary variables.

Remarkably, the total number of binary variables is Nbin = (L− 1)(M + 2) +N ,
which is with O(LM+N) usually a much lower number in contrast to O(LMN)
of [213].

The cost function (6.28) is approximated by the cost of the STF trajectory

Ĵs(Xs) =
N∑
k=0

gst
ref(xk, uk, λk),

and the cost of the long horizon is

Ĵl(Xl) = Glane(Σ, T, B) +Gref(T,Σ) +Gsafe(R).

The relations of the general OCP objective in (6.29) approximated by the
LSTMP, comprising the LTF cost Ĵl(·) and the STF cost Ĵs(·) are shown in
Fig. 6.14.

Including a constraint x0 = x̂ that constrains the decision variable x0 to the
current state x̂, the constraints of the STF are summarized by gs(Xs) ≤
0 and include the discrete dynamic model (6.36), the control and state
constraints (6.37) and the constraints related to the first lane-change (6.39),
(6.40), (6.41) and (6.42).

For the LTF, a constraint gl(Xl) ≤ 0 summarizes the reachability con-
straints (6.43), the CC constraints (6.44a), and the constraints used to formulate
the disjunction among gaps in (6.45), (6.46), (6.47), and (6.48).
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The coupling constraints (6.52) and (6.53) between states of the LTF and STF
are concisely written as gc(Xs, Xl) ≤ 0.

Ultimately, the LSTMP approximates the solution of the OCP (6.29) by solving
the following MIQP in each iteration

min
Xs∈Vs,
Xl∈Vl

Ĵs(Xs) + Ĵl(Xl) s.t.


gs(Xs) ≤ 0,
gl(Xl) ≤ 0,
gc(Xs, Xl) ≤ 0.

(6.54)

The output X∗ = (Xs, Xl) of the LSTMP is always safe w.r.t. the obstacle
constraints (6.33) and (6.35). This follows directly from the constraint
formulations of the STF, including the terminal safe set (6.42). Approximation
errors in the LTF formulations may lead to sub-optimal behavior. However,
they do not influence safety related to the feasibility of the trajectory X∗s .

6.2.7 Evaluation

We evaluate the proposed LSTMP approach in two different setups. First,
deterministic SVs are simulated as they are modeled in the LSTMP, and
exact tracking of the provided plan is assumed. A second setup includes
more realistic scenarios, where the traffic is simulated interactively by the
traffic simulator SUMO [170], based on benchmark scenarios provided by the
CommonRoad-framework [13], cf., Fig. 6.15. Moreover, the LSTMP is integrated
into an autonomous driving (AD)-stack with a low-level NMPC tracking
controller of [228] that tracks the LSTMP trajectory X∗ by controlling a
simulated single-track BMW 320i medium-sized passenger car model provided
by CommonRoad. The SV states X̂SV and the current estimated point-mass
state x̂ are the inputs of the planner. The point-mass state x̂ is obtained from
the six-dimensional simulated single-track vehicle state ẑ.

For both setups, the LSTMP is compared against the MIP-DM of [213] and a
hybrid A∗ formulation according to [8]. Rendered simulations can be found on
the website https://rudolfreiter.github.io/lstmp_vis/

Implementation Details

We describe the setup used for evaluation in the following. Parameters are
chosen according to Tab. 6.4.

Preprocessing. The SVs states XSV are processed before either planner is
executed. First, SVs that drive closer to each other than a longitudinal threshold

https://rudolfreiter.github.io/lstmp_vis/
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Figure 6.15: Overview of the adopted simulation architecture. After obtaining
the ego vehicle state ẑ and the SVs states Xsv, the LSTMP solves in each
planning iteration the MIQP (6.54). The computed plan X∗ related to the
point-mass model is forwarded to the low-level NMPC for tracking. For the ego
vehicle simulation, a BMW 320i vehicle model provided by CommonRoad is used.
The position of the ego vehicle ẑ is passed to the SUMO traffic simulator.

Table 6.4: Parameter for evaluations.

General parameters
td, M 300ms, 7
wn, wv, wg, wsafe 10−2, 10−1, 200, 10−5

R diag
(
[5 · 10−4, 2 · 10−3]

)
dlane 3.75m (Germany), 12 feet (US)
[alon, alat] [−8, −3] m

s2

[alon, alat] [5, 3] m
s2

LSTMP - deterministic scenario
td, N , M 300ms, 15, 7
tf , tlc 105s , 2.7s
vsv, vsv v̂sv, v̂sv

LSTMP-V0 - interactive scenario
vsv, vsv, L v̂sv + 1m

s , v̂sv − 1m
s , 5

LSTMP-V1 - interactive scenario
vsv, vsv, L v̂sv + 1m

s , v̂sv − 1m
s , 3

LSTMP-V2 - interactive scenario
vsv, vsv, L v̂sv + 3m

s , v̂sv − 3m
s , 5
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distance of 15m are merged by setting the corresponding upper and lower
velocity bounds and increasing the occupied space. Second, a maximum number
of M = 7 SVs per lane are considered, which are the 7 closest vehicles at the
current time step on each lane.

Benchmark MIP-DM. The first benchmark is based on the MIP-DM
formulation of [213]. It uses a fixed discrete-time trajectory, similar to the
STF, however, with four binary variables per obstacle and per time step to
account for the rectangular obstacle shape. One further binary variable per time
step indicates a lane change. The number of binary variables for the MIP-DM
is therefore Nbin = 4NML+N . The MIP-DM is adapted to be comparable to
the LSTMP. First, only one lane change direction is allowed, which reduces the
number of binary variables. Second, obstacle shapes are inflated to occupy the
whole lane, equally to the LSTMP. Finally, the interactive braking behavior of
succeeding SVs on the same lane is implemented by deactivating corresponding
obstacles on the current lane at the current time step. For the MIP-DM, a total
number of M = 3 vehicles are considered on L = 5 consecutive lanes, while the
horizon length N is 10, 15 or 20 steps.

Benchmark hybrid A∗. The second benchmark is based on the hybrid A∗
of [8]. This planner considers lateral motion only at the discrete lane indices,
with a search space of (t, s, l). In order to be comparable to the other planners,
we modify the search space to (s, l, vs), which includes the velocity vs instead
of time. Since the hybrid A∗ of [8] does not consider lateral states between lane
centers, we use a sampling time of 7td to allow full lane changes in one expansion,
i.e., it is guaranteed that the final planning vertex is always located on the center
of a lane. We use the same planner model (6.36) for vertex expansions. Note that
hybrid A∗ could use nonlinear models without increasing the computation time,
which, in contrast, would be challenging for the LSTMP and MIP-DM. As an
admissible heuristic, the relaxed solution of (6.54) without obstacle constraints
is computed for each lane. The longitudinal acceleration control is discretized
into 11 intervals, and the lateral acceleration is computed by using 11 lane
change primitives. The lateral states correspond to the number of lanes. The
longitudinal position is discretized with 100 intervals and the velocity with 20
intervals. The number of node expansions is varied in experiments between 5
and 500.

Low-level NMPC. The low-level NMPC is formulated as shown in [228], using
a nonlinear single-track vehicle model, a sampling time of 10ms and a horizon
of 1.5s. The controls comprise the acceleration a and the steering rate δ̇.
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Table 6.5: Different scenario settings for SVs used in evaluations.

Scenario Name tr.-flow tr.-density L V sv ṽ

SVs
lane·min

SVs
lane·km

m
s

m
s

Deterministic

custom 14.6 12.2 9 [15, 35] 25

Closed-loop interactive

USA_US101-22_1_I-1 11.8 14.0 6 [0, 22.2] 15
DEU_Col.-63_5_I-1 22.3 26.9 3 [11.0, 16.5] 11
DEU_Col.-63_5_I-1_s 8.9 10.5 3 [11.1, 16.5] 15

Figure 6.16: Different tracks from the CommonRoad scenario database used for
the closed-loop simulation.

Scenarios. For deterministic comparisons in Sect. 6.2.7 and interactive closed-
loop comparisons in Sect. 6.2.7, the scenarios are chosen according to Tab. 6.5.
Due to traffic congestion, the velocity can be zero. Traffic flow and density
are averaged over the simulation. The velocity range V sv corresponds to the
measured SVs velocities during all simulations. The scenarios are simulated
for 40 seconds or until the end of the road is reached. Snapshots of the
CommonRoad scenarios for interactive simulations are shown in Fig. 6.16.

Computations and Numerical Solvers. The MIQPs of the LSTMP and
the MIP-DM are solved with Gurobi [114]. The NLP, arising in the low-
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level NMPC, is solved by the open-source solver acados [291]. Simulations
are executed on a LENOVO ThinkPad L15 Gen 1 Laptop with an Intel(R)
Core(TM) i7-10510U @ 1.80GHz CPU.

Evaluation for Deterministic Traffic and Exact Tracking

In order to compare the performance of the planner without interference
from the traffic prediction error, simulation modeling error, and controller
performance, the planner is simulated with deterministic SVs and exact tracking.
Deterministic SVs are simulated with constant speed if they are at a minimum
distance to a slower leading SVs and with the speed of the leading SV if they
are below the threshold distance. The planned trajectory X∗ is assumed to
be tracked exactly. This setup resembles the model of the traffic used in the
LSTMP, where tight bounds for the obstacle-free sets (6.33) and (6.35) can
easily be found. In Fig. 6.17, snapshots of a randomized simulation with
five lanes are shown, where the vehicle starts at the bottom lane and has to
reach the top lane. Red areas indicate the SVs after pre-processing. The STF
trajectory X∗ of the LSTMP is shown in black, whereas the transition gaps are
shown in blue. The evaluated closed-loop cost and computation time of 100
randomized custom scenarios according to Tab. 6.5 for the deterministic setup
are shown in Fig. 6.18 on the Pareto front.

The comparisons include evaluations for different parameter settings of the
algorithms, i.e., the number of considered consecutive lanes in the LSTMP, the
maximum node expansions in hybrid A∗, and the horizon length of the MIP-DM.

The MIP-DM with the longest horizon outperforms the LSTMP in the average
closed-loop cost over the full simulations, however, at a high computational
expense which violates the real-time requirement. In fact, the computation time
of the MIP-DM is an order of magnitude higher than the computation time of
the LSTMP.

The hybrid A∗ can be faster to execute compared to the LSTMP, but it yields
a higher closed-loop cost. In our experiments, increasing the iterations of
hybrid A∗ could not yield a better performance. This may be due to the
longer duration of motion primitives to allow lane changes and the resulting
coarser time discretization. Further relevant properties related to the lane
change multi-objective (6.28) are shown in Tab. 6.6. This includes the mean
deviation from the reference speed ∆ṽ, mean and maximum values for the
lateral and longitudinal accelerations, and the maximum reached lane lmax at
the end of the simulation. It shows that the LSTMP with a longer horizon
better keeps the reference speed and also changes lanes more often. By utilizing
large acceleration values, the MIP-DM achieves the highest number of lane
changes and the overall lowest closed-loop cost, cf., Fig. 6.18.
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Figure 6.17: Snapshots during lane-changes on a five-lane deterministic
environment with randomized SV (gray) initial speeds and lanes. Blue regions
indicate computed gaps of the LSTMP, with green points corresponding to the
expected transition position σl and the black STF trajectory X∗. Red areas
correspond to occupied sets O(tsim), where tsim is the current simulation time
of the snapshot.
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Figure 6.18: Pareto comparison of planners in randomized deterministic traffic
scenarios. The hybrid A∗ planner can be parameterized to have the fastest
computation time, and the MIP-DM achieves the lowest costs. However, the
novel LSTMP formulation performs best when both a low computation time as
well as low costs are required.

Notably, the number of binary variables required in the MIP-DM is much larger
than in the LSTMP, which leads to a significantly longer computation time.
For a prediction horizon of N = 10 and settings of Tab. 6.4, the MIP-DM
requires 610 binary variables and for a prediction horizon of N = 20 a total
of 1220 binary variables. The LSTMP that considers in total Lp = 2 lanes,
requires only 22 binary variables, whereas considering Lp = 5 lanes requires
only 50 binary variables.

Evaluation for Interactive Traffic and Closed-Loop Control

For different randomized scenarios according to Tab. 6.5 and Fig 6.16, the lane
changing problem is simulated with interactive SVs, using a software architecture
corresponding to Fig. 6.15. The ego vehicle starts at random free positions
and has to reach the leftmost lane, according to cost (6.28), with parameters
of Tab. 6.4. The LSTMP, hybrid A∗, and MIP-DM are compared with a low-
level tracking controller in closed-loop simulations. States are assumed to be
estimated exactly. However, the velocity range of SVs is unknown. Different
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Table 6.6: Comparison of planners in randomized deterministic traffic scenarios
for different mean (maximum) quantities.

Planner ∆ṽ alat alon lmax

Par. Val. Nbin
m
s 10-1 m

s2 10-1 m
s2

LSTMP

Lp 2 22 1.75 0.71 (4.58) 1.40 (5.30) 3.92
3 29 0.42 0.63 (3.82) 1.46 (6.35) 4.20
4 36 0.03 0.66 (3.70) 1.48 (6.45) 4.34
5 43 0.07 0.64 (3.62) 1.37 (4.96) 4.62
6 50 0.03 0.67 (3.62) 1.55 (6.15) 4.66

MIP-DM

N 10 610 2.50 0.48 (2.68) 0.69 (5.14) 3.62
15 915 2.10 0.52 (2.67) 1.06 (8.16) 4.17
20 1220 1.98 0.65 (2.67) 1.83 (8.70) 4.75

hybrid A∗

iter. 5 N/A 1.78 0.47 (2.40) 0.14 (1.00) 2.61
50 N/A 1.73 0.47 (2.40) 0.17 (1.14) 2.63
500 N/A 1.70 0.43 (2.40) 0.22 (1.43) 2.58

settings of the planners are used according to Tab. 6.4 to create the statistical
evaluation of performance measures as shown in Fig. 6.19.

The performance evaluations show rare collisions of all planners due to prediction
errors. For the conservative LSTMP-V1 configuration, no collisions were
recorded. Computation times are lowest for the LSTMP planner and well below
the planning time threshold tplan. The computation times for the hybrid A∗
are nearly constant since the planning nodes are expanded with a fixed number
of iterations. Notably, the computations for hybrid A∗ were not performed on a
runtime-optimized code. The velocity varies the most for the LSTMP, which
promotes acceleration and deceleration to reach certain gaps. This can also be
verified by the high number of lane transitions of the LSTMP. Particularly, in
the DEU_Col.-63_5_I-1_s scenario, long-term decisions significantly raised
the number of lane transitions in the LSTMP. The closed-loop cost for LSTMP
configurations are below the benchmark comparisons, particularly below the
MIP-DM-20 with the longest horizon of 20 steps, which we define as expert.



184 MIXED-INTEGER OPTIMIZATION FOR COLLISION AVOIDANCE

Costs are relatively expressed to the cost of MIP-DM-20 and outperformed by
LSTMP-V0 and LSTMP-V1.

6.2.8 Conclusion and Discussion

Under the variety of different planning methods for AD, the proposed LSTMP
for lane change planning achieves a good trade-off between performance
and computational costs, thanks to the use of state-of-the-art MIQP solvers.
The considered problem has relevant combinatorial and continuous parts,
which makes MIQP formulations particularly suited to solve the proposed
motion planning problem. Building on previous work to minimize the
number of combinatorial variables, we introduced a novel long-horizon
approximation. Together with a discrete-time trajectory, a single MIQP, which
is computationally very efficient, was formulated consistently.

We compared our approach to the MIP-DM [213], which uses more integer
variables to model rectangular obstacle shapes that are not required to be
aligned with the lane boundaries and to model lane transitions in both directions.
This makes the MIP-DM a more versatile approach, i.e., lane changing is only
a subset of problems that can be addressed with it.

The fundamental modeling approach of the LSTMP is the decomposition into
convex cells together with a simplification due to the road alignment. The
authors assume that it is possible to add integer variables to achieve lane
transitioning in both directions for a fixed maximum number of transitions and
additional convex decompositions to resemble nonconvexities in the ST-space,
as, for instance, traffic lights.

In the future, we will evaluate whether more flexible mixed-integer nonlinear
programming can achieve better performance under real-time requirements.
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6.3 Equivariant Deep Learning of Mixed-Integer
Optimal Control Solutions for Vehicle Decision
Making and Motion Planning

In this section, the paper published in [229] is reprinted verbatim. Note that the
formatting of some formulas, terms, and numbers has been slightly adjusted for
consistency without changing their meaning or content.

The contributions of each author are listed in the following.

Rudolf Reiter: idea for main contribution (network architecture, feasi-
bility projector), programming and simulation validation,
proposing mathematical formulations, algorithm design,
creation of the document, creation of the rebuttal and the
revised version

Rien Quirynen: idea (preliminaries, binary variable prediction), proposing
mathematical formulations, algorithm design, mathemati-
cal corrections, supporting document creation, grammar
corrections, spelling style improvements, coherence review
and improvement, simplification suggestions, rebuttal
proof reading

Moritz Diehl: mathematical corrections, algorithmic corrections for
feasablility projection, grammar corrections, spelling
style improvements, coherence review and improvement,
simplification suggestions

Stefano Di Cairano: idea (preliminaries, binary variable prediction), algo-
rithmic corrections, mathematical corrections, grammar
corrections, spelling style improvements, coherence review
and improvement, simplification suggestions, rebuttal
proof reading and answer suggestions

Copyright ©2024 IEEE. Reprinted, with permission from Rien Quirynen, Moritz Diehl
and Stefano Di Cairano. A Long-Short-Term Mixed-Integer Formulation for Highway
Lane Change Planning. June/2024. DOI: 10.1109/TCST.2024.3400571.

Abstract. Mixed-integer quadratic programs (MIQPs) are a versatile way of
formulating vehicle decision making and motion planning problems, where the
prediction model is a hybrid dynamical system that involves both discrete
and continuous decision variables. However, even the most advanced MIQP
solvers can hardly account for the challenging requirements of automotive
embedded platforms. Thus, we use machine learning to simplify and hence
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speed up optimization. Our work builds on recent ideas for solving MIQPs in
real-time by training a neural network to predict the optimal values of integer
variables and solving the remaining problem by online quadratic programming.
Specifically, we propose a recurrent permutation equivariant deep set that is
particularly suited for imitating MIQPs that involve many obstacles, which is
often the major source of computational burden in motion planning problems.
Our framework also comprises a feasibility projector that corrects infeasible
predictions of integer variables and considerably increases the likelihood of
computing a collision-free trajectory. We evaluate the performance, safety,
and real-time feasibility of decision-making for autonomous driving using the
proposed approach on realistic multi-lane traffic scenarios with interactive agents
in SUMO simulations.

6.3.1 Introduction

Decision-making and motion planning for automated driving are challenging due
to several reasons [199]. First, in general, even formulations of deterministic, two-
dimensional motion planning problems are PSPACE-hard [219, 159]. Second,
(semi-)autonomous vehicles operate in highly dynamic environments, thus
requiring a relatively high control update rate. Finally, there is always
uncertainty that stems from model mismatch, inaccurate measurements as
well as other drivers’ unknown intentions. The complexity of motion planning
and decision making (DM) for automated driving and its real-time requirements
in resource-limited automotive platforms [78] requires the implementation of a
multi-layer guidance and control architecture [199, 112].

Based on a route given by a navigation system, a decision-making module
decides what maneuvers to perform, such as lane changing, stopping, waiting,
and intersection crossing. Given the outcome of such decisions, a motion
planning system generates a trajectory to execute the maneuvers, and a vehicle
control system computes the input signals to track it. Recent work [213]
presented a MIP-DM, which simultaneously performs maneuver selection and
trajectory generation by solving a MIQP at each time instant. In this paper,
we present an algorithm to implement MIP-DM based on supervised learning
and sequential quadratic programming (SQP) to compute a collision-free and
close-to-optimal solution with a considerably reduced online computation time
compared to advanced MIQP solvers.

The presented approach consists of an offline supervised learning procedure
and an online evaluation step that includes a feasibility projector (FP). In the
offline procedure, expert data is collected by computing the exact solutions
of the MIQP for a large number of samples from a distribution of parameter
values in the MIP-DM, including, for example, states of the autonomous vehicle,
its surrounding traffic environment, and speed limits. Along the paradigm
of [63, 39], a NN is trained with the collected expert data to predict the
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binary variables that occur within the MIQP, which are the main source of the
computational complexity of MIQPs. A novel NN architecture, referred to as
recurrent equivariant deep set (REDS), is proposed that exploits key structural
domain properties, such as permutation equivariance related to obstacles and
recurrence of the time series.

In the online evaluation step, the NN predicts the optimal values of the binary
variables in the MIQP. After fixing these, the resulting problem becomes a
convex QP that can be solved efficiently. To account for potentially wrong
predictions, the QP is formulated with slack variables (soft-QP). The soft-QP
solution is forwarded to a FP to correct any infeasibilities, implemented by a
NLP with smooth but concave obstacle constraints. Such convex-concave NLPs
can be solved efficiently using an SQP algorithm [291, 284]. To further increase
the likelihood of finding a feasible and possibly optimal solution, an ensemble of
NNs is trained and evaluated, and the “best” solution is selected at each time
step.

The overall performance of the proposed method is compared against the ad-
vanced MIQP solver Gurobi [114], alternative neural network architectures [62]
and evaluated in high fidelity closed-loop simulations using SUMO [170] and
CommonRoad [13].

Related Work

This work lies at the intersection of three research areas, i.e., geometric deep
learning, mixed-integer program (MIP), and motion planning for AD (cf.,
Fig. 6.20). Motion planning problems are solved by algorithms that can handle
combinatorial complexity and dynamic feasibility under real-time computation
limits [67, 218].

Motion primitives are appealing due to their simplicity and alignment with the
road geometry [257]. However, the motion plans are usually sub-optimal or
conservative.

In several works, graph search is performed on a discretized state space [199].
Probabilistic road maps [139] and rapidly exploring random trees [23] are
common in highway motion planning. Nonetheless, they suffer from the curse of
dimensionality, a poor connectivity graph, and no repeatability [67]. By using
heuristics, A∗ [8] aims to avoid the problem of high-dimensional discretization.
However, choosing an appropriate heuristic is challenging, and graph generation
in each iteration is time-consuming [199].

For some conservative simplifications related to highway driving, the state space
can be decomposed into spatio-temporal driving corridors [30, 181, 164]. Such
non-convex regions can be further decomposed into convex cells [77] or used in
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Figure 6.20: Categorical overview of related work. The research domain of the
proposed approach is located at the intersection of three areas.

a sampling-based planner [164]. For these cases, the performance is limited due
to the required over-approximations.

Derivative-based numerical optimization methods can successfully solve
problems in high-dimensional state spaces in real-time [80]. However, these
approaches are often restricted to convex problem structures or sufficiently
good initial guesses. While highway motion planning and DM is highly non-
convex, by introducing integer variables, the problem can be formulated as an
MIQP [201, 209, 91, 140, 87, 164, 141, 213].

A common problem is the significant computation time of MIQP solvers. Authors
mitigate the problem by either scaling down the problem size [209, 225, 87, 213],
neglecting real-time requirements [91] or accepting the high computation time
for non-real-time simulations while leaving real-time feasibility open for future
work [201, 140, 141].

Several recent works use deep learning to accelerate MIQP solutions. One
strategy is to improve algorithmic components within an online MIQP
solver [175, 189, 144]. The authors in [175] use deep learning to warm-start
MIQP solvers, which, however, cannot lower the worst-case computation time.
The authors in [189, 144] propose a learning strategy to guide a branch-and-
bound (BnB) algorithm. For solving MILPs, the authors in [242] use NNs for a
custom solver to achieve similar computation times as commercial solvers, which,
however, may still be large. Another strategy is based on supervised or imitation
learning, using MIQP solutions as expert data to train function approximators
offline [40, 309, 267]. The authors in [40] show how the classification of binary
variables in MIQPs can produce high-quality solutions with a low computation
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time. Recent work [62] extends supervised learning for MIQP-based motion
planning [63] using a recurrent neural network (RNN) and presolve techniques
to increase the likelihood of predicting a feasible solution. Due to the RNN, the
results in [62] scale well with the horizon length but not yet with the number of
obstacles, as shown later.

None of the works that use deep learning to accelerate MIQP-based motion
planning consider or leverage geometric deep learning, particularly permutation
equivariance or invariance, to decrease the network size and increase the
performance. As one consequence, they do not allow variable input and
variable output dimensions, e.g., corresponding to a variable number of obstacles.
However, some recent works successfully use geometric deep learning for related
tasks in AD, e.g., the prediction of other road participants [324, 131], or within
RL [126].

Other techniques for DM exclusively use NNs without solving optimization
problems online, e.g., using deep RL [276]. These approaches usually require
more data, are less interpretable, and may lack safety without additional safety
layers due to the approximate nature of the NN output [67].

Contributions

Our main contribution is a REDS for the NN predicting integer variables of
MIQPs, which is particularly suited for learning time-series and obstacle-related
binary variables in motion planning problems. In particular, the REDS enables
the NN to predict binary variables for collision avoidance concerning a varying
number of obstacles, and the predicted solution is the same regardless of the
order in which the obstacles are provided. Our proposed framework includes an
ensemble of NNs in combination with a feasibility projector (FP) that increases
the likelihood of computing a collision-free trajectory. Compared to the state-
of-the-art, we show that our method improves the prediction accuracy, adds
permutation equivariance, allows for a variable number of obstacles and horizon
length, and generalizes well to unseen data, such as several obstacles not present
in the training data. As a final contribution, we demonstrate the performance
of a novel integrated planning system, which is further referred to as REDS
planner. The REDS planner uses an ensemble of REDSs, a selection of the best
soft-QP solution, and the FP for real-time vehicle decision-making and motion
planning. We present closed-loop simulation results with reference tracking by a
NMPC for realistic traffic scenarios, using interactive agents in SUMO [170], and
a high-fidelity vehicle model and the problem setup provided by CommonRoad [13].
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Preliminaries and Notation

The notation I(n) = {z ∈ N|0 ≤ z ≤ n} is used for index sets and B = {0, 1}.
Throughout this paper, the attributes of equivariance (invariance) exclusively
refer to permutation equivariance (invariance) with the following definition.

Definition 6.3.1. Let f(ζus) : XM → Y be a function on a set of variables
ζus = {ζus

1 , . . . , ζus
M} ∈ XM and let G be the permutation group on {1, . . . ,M}.

The function f is permutation invariant, if f(g · ζus) = f(ζus) for all g ∈
G, ζus ∈ XM .

Definition 6.3.2. Let f(ζeq) : XN → YN be a function on a set of variables
ζeq = {ζeq

1 , . . . , ζeq
N } ∈ XN and let G be the permutation group on {1, . . . , N}.

The function f is permutation equivariant, if f(g · ζeq) = g · f(ζeq) for all
g ∈ G, ζeq ∈ XN .

Features that are modeled without structural symmetries are referred to as
unstructured features. Lower and upper bounds on decision variables x are
denoted by x and x, respectively. The all-one vector [1, . . . , 1]> of size n is 1>n .
The notation f(x; y) in the context of optimization problems indicates that
function f(·) depends on decision variables x and parameters y. Lower case
letters x ∈ Rn refer to scalars or vectors of size n and their upper case version
X ∈ Rn×N refer to the matrix associated with a sequence of those vectors along
a time horizon N . Obstacles normally refer to surrounding vehicles.

6.3.2 Problem Setup and Formulation

In this work, an autonomous vehicle shall drive safely along a multi-lane road
while obeying the traffic rules. We consider decision-making based on MIP that
determines the driving action and a reference trajectory for the vehicle control
to follow. The definition of safety can be ambiguous [55]. We use the term
safe to refer to satisfying hard collision avoidance constraints concerning known
obstacles’ trajectories. Our problem setup relies on the following assumptions.

Assumption 6.3.1. There exists a prediction time window along which the
following are known:

1. the predicted position and orientation for each of the obstacles in a
neighborhood of the ego vehicle up to a sufficient precision,

2. the high-definition map information, including center lines, road curvature,
lane widths, and speed limits.

Assumption 6.3.1 requires the vehicle to be equipped with on-board sensors
and perception systems [54], an obstacle prediction module [199, 112], the
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high definition map database, either on-board or obtained through vehicle-to-
infrastructure (V2I) communication [89]. The effect of prediction inaccuracies
and uncertainty on vehicle safety is outside the scope of the present paper, but
relevant work can be found in [199, 112] and references therein.

Assumption 6.3.2. We assume a localization with cm-level accuracy at each
sampling time.

Assumption 6.3.2 is possible thanks to recent advances in GNSS that achieve
cm-level accuracy at a limited cost [34, 108].

We propose a DM that satisfies the following requirements.

Requirement 6.3.1. The DM must plan a sequence of maneuvers, possibly
including one or multiple lane changes and a corresponding collision-free
trajectory to make progress along the vehicle’s future route with a desired nominal
velocity.

Requirement 6.3.2. The DM yields kinematically feasible trajectories,
satisfying vehicle limitations and traffic rules (e.g., speed limits).

Requirement 6.3.3. The DM must be agnostic to permutations of surrounding
vehicles, i.e., the plan must be consistent, irrespective of the order in which the
vehicles are processed (cf. Def. 6.3.2).

Requirement 6.3.4. The DM must hold a worst-case computation time lower
than the real-time planning period tp, with a target value of tp ≤ 0.2s.

Requirement 6.3.5. At any time, the DM must satisfy all requirements,
regardless of the number of surrounding vehicles.

Based on Assumption 6.3.1, Req. 6.3.1-6.3.3 can be met by the MIP-DM
from [213]. However, the crucial Req. 6.3.4-6.3.5 may be difficult to meet by
the MIP-DM when executing on embedded control hardware with limited
computational resources and memory [78]. The main focus of this work
is approximating the MIP-DM with a suitable framework that satisfies all
Req. 6.3.1-6.3.5. Notably, Req. 6.3.3 is trivially true for the MIP-DM [213].
However, this is not the case for NN-based planners unless the architecture is
invariant to permutations [312].

Nominal and Learning-based Architecture

A hierarchical control architecture (cf., Fig 6.21) of a DM is proposed, followed
by a reference tracking NMPC. Within the architecture of Fig. 6.21, the expert
MIP-DM is used as a benchmark. We refer to the module aiming to imitate the
expert MIP-DM as the REDS planner. It comprises an ensemble of NNs that
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predict the binary variables of the MIQP, as used in the expert MIP-DM. For
each NN, a soft-QP is solved with the binary variables fixed to the predictions
and softened obstacle avoidance constraints. This yields a set of candidate
trajectories, and a selector evaluates their costs and picks the least sub-optimal
one. Finally, the FP projects the solution guess to the feasible set to ensure
that the constraints are satisfied. The FP solves an NLP, minimizing the error
with respect to the best candidate solution and subject to ellipsoidal collision
avoidance constraints. The reference provided by the REDS planner or the
expert MIP-DM is tracked by the reference tracking NMPC at a high sampling
rate, which includes collision avoidance constraints. This adds additional safety
and leverages the requirements on the REDS planner on conservative constraints
related to uncertain predictions.

The individual modules differ in motion prediction models, their objective,
obstacle avoidance constraints, the approximate computation time tcomp, the
final horizon tf and the discretization time t∆, cf., Tab. 6.7.

6.3.3 Expert Motion Planner

We model the vehicle state in a curvilinear coordinate frame, which is defined
by the curvature κ(s) along the reference path [222]. The state vector x =
[s, n, vs, vn]> ∈ Rnx includes the position p = [s, n]> ∈ R2, with the longitudinal
position s, the lateral position n, the longitudinal velocity vs and the lateral
velocity vn, where nx = 4. The control vector u = [as, an]> ∈ Rnu comprises
the longitudinal and lateral acceleration in the curvilinear coordinate frame,
where nu = 2. The discrete-time double integrator dynamics are written as
xi+1 = Axi + Bui, using the discretization time td, where A ∈ Rnx×nx and
B ∈ Rnx×nu . By considering N prediction steps, the prediction horizon can be
computed by tf = Ntd. Constraints vn ≤ α vs and vn ≥ α vs account for limited
lateral movement of the vehicle with bounds α, α that can be computed based
on a maximum steering angle δ and the maximum absolute signed curvature
κ = κ(s∗), with s∗ = arg max0≤s≤s |κ(s)| along a lookahead distance s [213].
An acceleration limit afric of the point-mass model formulated as box constraints
||u||∞ ≤ afric inner-approximate tire friction constraints related to Kamm’s
circle [13]. Since we formulate our model in the Frenet coordinate frame,
the lateral acceleration bounds an, an are modified, based on the centrifugal
acceleration, resulting in an = afric + κv2

s,0 and an = −afric + κv2
s,0. The fixed

parameter dbnd is used as the safety distance to the road boundary, bounds
u, u for acceleration limits, and vs, vn for the maximum velocity. In order to
account for the road width, bounds n ≤ n ≤ n on the lateral position are used.
The model used within expert MIP-DM is able to approximate the dynamics in
a variety of situations [213]. However, certain maneuvers, such as sharp turns,
may require additional modeling concepts [140].
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Figure 6.21: Planning and closed-loop simulation architecture. The expert
MIP-DM is imitated by the REDS planner, which uses an ensemble of ne NNs
to predict values of the binary variables {B̂1, . . . , B̂ne}. A soft-QP solves a
formulation of the expert MIP-DM with binary variables fixed to the prediction.
The lowest cost solution Xp is chosen by a Selector and corrected by the FP. A
reference tracking NMPC with obstacle avoidance tracks the corrected solution
Xs.
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Figure 6.22: Vehicle over-approximations. All trajectories outside of Osafe

are considered free of collision. The expert MIP-DM plans with the most
conservative obstacle set Oout. The ellipsoidal smooth over-approximation Osafe

is used within the FP and the NMPC. The four colored regions are uniquely
determined by the binary variables γ, where in each region, exactly one binary
variable is equal to one.

Collision Avoidance Constraints

Collision avoidance constraints for nobs obstacles are formulated by considering
the ego vehicle as a point mass and using a selection matrix P ∈ R2×nx , with
p = Px that selects the position states p from the states x. The true occupied
obstacle space Ocar

j ⊆ R2, for j ∈ I(nobs−1), is expanded to include all possible
configurations where the ego and obstacle vehicle are in a collision in the
curvilinear coordinate frame, resulting in an ellipsoid Osafe

j , cf. Fig. 6.22. The
expert MIP-DM uses a road-frame-aligned rectangular constraint Pxi /∈ Oout

j ,
for all i ≥ 0, j ∈ I(nobs − 1), which over-approximates the ellipsoidal set Osafe

j ,
leading to additional robustness of the multi-layer control architecture, with
Ocar
j ⊆ Osafe

j ⊆ Oout
j ⊆ R2 (cf., Fig. 6.21 and Tab. 6.7). For each obstacle j,

the rectangular shape of Oout
j can be characterized by the boundaries d> =

[sf , sb, nl, nr]>. Four collision-free regions k ∈ {f,b, l, r} around an obstacle are
defined, where each region can be expressed by a convex set Ak(d) p ≤ bk(d),
with either one for k ∈ {f, b} or three half-space constraints for k ∈ {l, r},
cf., Fig. 6.22. Four binary variables γ = [γf , γb, γl, γr]> ∈ B4 are used with a
big-M formulation to ensure that the vehicle is inside one of the four regions.
Therefore, with 1 in the according dimension of either 11 for k ∈ {f, b} or 13
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for k ∈ {l, r}, the collision-free set is

Fout(d, σ) =
{

(p, γ, σ) ∈ (R2,B4,R)
∣∣∣∀k ∈ {f,b, l, r} :

Ak(d) p ≤ bk(d) + 1(1− γk)M + 1(σ − 1)σk, 1>4 γ = 1
}
.

(6.55)

The values σk define additional safety margins for each of the four collision-free
regions. The slack variable σ ∈ R is bounded 0 ≤ σ ≤ 1, such that only points
in the exterior of Oout

j satisfy the condition in (6.55). A model predicts the
future positions of the obstacle boundaries dji for each obstacle j ∈ I(nobs − 1)
at time steps i ∈ I(N) along the horizon.

MIQP Cost Function

The MIQP cost comprises quadratic penalties for the state vector x ∈ Rnx

with weight Q ∈ Rnx×nx , and the control vector u ∈ Rnu with weight R ∈
Rnu×nu , for tracking of their references x̃ and ũ, respectively. The reference
x̃i = [s̃i, ñi, ṽs, 0]> at time step i is determined by the desired velocity ṽs, as
well as by the binary control vector λ = [λup, λdown]> ∈ B2. These binary
variables are used to determine lane changes at time step i, resulting in the
road-aligned lateral reference X̃n = [ñ0, . . . , ñN ]> ∈ RN+1 always being the
center of the target lane. The longitudinal position s̃i follows from the velocity
ṽs. The MIQP cost function reads

N∑
i=0
‖xi − x̃i‖2Q +

N−1∑
i=0
‖ui − ũi‖2R +

wlc

N−1∑
i=0

1>2 λi + wrght

N∑
i=0

ni + wdst

nobs−1∑
j=0

N∑
i=0

(σji )2,

(6.56)

including a penalty with weight wrght > 0 to minimize deviations from the
right-most lane, a weight wlc > 0 to penalize lane changes, and a weight wdst > 0
penalizing slack variables to avoid being too close to any obstacle.

Parametric MIQP Formulation

For a horizon of N steps, the binary MIQP decision variables are Λ =
[λ0, . . . , λN−1] ∈ B2×N and Γ = [γ0

0 , γ
0
1 , . . . , γ

nobs−1
N ] ∈ B4×nobs(N+1), the real-

valued states are X = [x0, . . . , xN ] ∈ R4×(N+1), the control inputs are U =
[u0, . . . , uN−1] ∈ R2×N and the slack variables are Σ = [σ0

0 , σ
0
1 , . . . , σ

nobs−1
N ] ∈
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Rnobs(N+1). Hard linear inequality constraints are

{H(X,U) ≥ 0} ⇔

{X,U | u ≤ ui ≤ u, i ∈ I(N − 1),

x ≤ xi ≤ x, α vs,i ≤ vn,i ≤ α vs,i, i ∈ I(N)}.

The parameters Π = (x̂, ṽs, nlanes, D) include the initial ego state x̂, the desired
velocity ṽs, the number of lanes nlanes and the time-dependent obstacle bounds
D, where

D =
{
dji
∣∣ ∀j ∈ I(nobs − 1),∀i ∈ I(N)

}
.

The parametric MIQP solved within each iteration of the MIP-DM is

min
X,U, X̃n,Λ,Γ,Σ

Je(X,U, X̃n,Λ,Σ) (6.57a)

s.t.

x0 = x̂, H(X,U) ≥ 0, 0 ≤ Σ ≤ 1, , (6.57b)

ñi+1 = ñi + dlaneλ
up
i − dlaneλ

down
i , , (6.57c)

xi+1 = Axi +Bui, i ∈ I(N − 1), , (6.57d)

(Pxi, γji , σ
j
i ) ∈ Fout(dji , σ

j
i ), i ∈ I(N), ,

j ∈ I(nobs − 1), (6.57e)

where the cost Je(·) is defined in (6.56), and ñ0 is the lateral position of the
center of the desired lane. An MIQP solving (6.57) is used as an “expert”
to collect supervisory data, i.e., feature-label pairs (Π, B∗), where B∗ is the
optimal value of binary variables, cf., Fig. 6.21. For the closed-loop evaluation
of the expert MIP-DM, the optimizer X∗ is used as the output of the expert
MIP-DM Xe.

6.3.4 Scalable Equivariant Deep Neural Network

Because the MIQP (6.57) is computationally demanding to solve in real-time,
especially for long prediction horizons and a large number of obstacles, we
propose a novel variant of the combinatorial offline convex online (COCO)
algorithm [63] to accelerate MIQP solutions using supervised learning. We
train a NN to predict binary variables and then solve the remaining convex QP
online after fixing the binary variables. The MIQP (6.57) comprises 4nobsN
structured binary variables related to obstacles and 2N lane change variables.
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We refer to the latter as unstructured binary variables because, differently from
the others, there is no specific relation besides recurrence among them.

In the following, we first describe the desired properties of the NN prediction in
Sec. 6.3.4 and review the classification of binary variables in Sec. 6.3.4. Then,
in Sec. 6.3.4, we introduce one of our main contributions, the REDS, to achieve
the desired properties. Finally, we show in Sec. 6.3.4 how to use an ensemble of
NNs to generate multiple predictions.

Desired Predictor Properties for Motion Planning

The desired properties of the predictor may be divided into performance, i.e.,
general metrics that define the NN prediction performance, and structural
properties, i.e., structure-exploiting properties related to Requirements 6.3.1-
6.3.5.

Performance. The prediction performance is quantified by the likelihood of
predicting a feasible solution µ, and a measure of optimality ρ. However,
supervised learning optimizes accuracy, i.e., cross-entropy loss, which was shown
to correlate well with feasibility [39, 63, 62]. In fact, we evaluated the Pearson
correlation coefficient (PCC) for our experiments and obtained a PCC of 0.81 for
the correlation between the training loss and the infeasibility and a PCC of 0.88
between accuracy and feasibility. In addition, the computation time tcomp to
evaluate the NN is important for real-time feasibility. We aim for tcomp to
be very small compared to the MIQP solution time, and tcomp < tp ≤ 0.2s
(see Req. 6.3.4). Finally, the memory footprint of the NN should be small for
implementation on embedded microprocessors [78].

Structural. First, the REDS planner needs to operate on a variable number
of obstacles, which is required in real traffic scenarios, see Req. 6.3.5. Second,
to comply with Req. 6.3.3, obstacle-related predictions need to be equivariant
to permutations on the input, see Def. 6.3.2. For unstructured binary variables,
the predictions should be permutation invariant, see Def. 6.3.1. Third, again,
relating to Req. 6.3.5, the NN architecture is expected to generalize to unseen
data. In particular, it should provide accurate predictions for several obstacles
that may not be present in the training data. Finally, the NN should predict
multiple guesses to increase the likelihood of feasibility and/or optimality. The
proposed REDS planner provides the desired structural properties, and it
improves the performance properties.

Since we consider a highly structured problem domain, we propose to directly
include the known structure into the NN architecture. Alternatively, one could
learn the structure for general problems by, e.g., attention mechanisms [288].
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However, the related attention-based architectures usually have a high inference
time, which may clash with the desired fast online evaluation.

Prediction of Binary Variables by Classification

As the authors in [40, 62] show, solving the prediction of binary variables as
a multi-class classification problem yields superior results than solving it as a
regression problem. Since the naive enumeration of binary assignments grows
exponentially, i.e., the number of assignments is 2|B|, where |B| is the number
of binary variables, an effective strategy is to enumerate only combinations
of binary assignments that actually appear in the data set. While it cannot
guarantee to predict all combinations, this leads to a much smaller number of
possible classes, and it has been observed that the resulting classifications still
significantly outperform regression (cf., [62]).

Recurrent Equivariant Deep Set Architecture

The REDS architecture, shown in Fig. 6.23, achieves the structural properties
and improves the prediction performance. We use training data that consists
of feature-label pairs (Π, B). The features Π are split into obstacle-related
features ζeq = {ζeq

0 , . . . , ζeq
nobs−1}, where ζ

eq
i ∈ Rmeq , and unstructured features

ζus ∈ Rmus . The equivariant features ζeq = (zj , dj) are the initial obstacle
state zj and its spatial dimension dj since all states along the horizon are
predicted based on the initial state. The unstructured features contain all other
parameters of Π, i.e., ζus = (x̂, ṽs, nlanes).

The work in [312] proposes a simple but effective NN architecture that provides
either permutation equivariance or invariance. The blocks are combined in
our tailored encoder layer that maintains permutation equivariance for the
equivariant outputs and invariance for the unstructured outputs, see Fig. 6.23.
A hidden state hus ∈ Rmh is propagated for unstructured features and hidden
states heq

j ∈ Rmh , with j ∈ I(nobs − 1), for the equivariant features, where
heq = [heq

0 , . . . , h
eq
nobs−1]> ∈ Rnobs×mh . The encoder layer has four directions of

information passing between the fixed-size unstructured and the variable-size
equivariant hidden states with input dimension mh and output dimension m′h:

1. Equivariant to Equivariant: Equivariant deep sets [312] are used as layers
with ReLU activation functions σ(·) and parameters Θee,Γee ∈ Rmh×m′h :

f ee(heq) = σ(heqΘee + 11>heqΓee).

2. Equivariant to Unstructured: To achieve invariance from the set elements
heq
j to the unstructured hidden state hus, the invariant layer of [312] is
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added that sums up over the set elements with parameters Θeu ∈ Rmh×m′h ,

f eu(heq) = σ

(( nobs−1∑
j=0

heq
j

)
Θeu

)
.

3. Unstructured to Equivariant: To implement a dependency of the
equivariant elements on the unstructured hidden state while maintaining
equivariance, this layer equally influences each set element by

fue(hus) = σ(1nobs ⊗ husΘue),

with parameters Θue ∈ Rmh×m′h .

4. Unstructured to Unstructured: We use a standard feed-forward layer with
parameters Θuu ∈ Rmh×m′h

fuu(hus) = σ(husΘuu).

Feed forwards (FFs) act as encoders to the input features, which allows to
matching the dimensions of the equivariant and unstructured hidden states. For
each layer of the REDS in Fig. 6.23, the contributions are summed up to obtain
the new hidden states

heq′ = f ee(heq) + fue(hus),

hus′ = fuu(hus) + f eu(heq).

A long short term memory (LSTM) is used as decoder for each equivariant hidden
state, transforming the hidden state into a time series of binary predictions, see
Fig. 6.23. Another LSTM is used as a decoder for unstructured hidden states.
For the REDS, the classification problem per time step (Sec. 6.3.4) needs to
consider only four classes per obstacle (one for each collision-free region), cf.
Fig. 6.22, and three classes for lane changes (change to the left or right, stay in
lane).

Neural Network Ensembles for Multiple Predictions

As suggested in early works [118, 262], using an ensemble of ne stochastically
trained NNs is a simple approach to obtain multiple guesses and improve
classification accuracy. Producing multiple predictions, the lowest cost maneuver
among different candidate solutions can be selected, e.g., staying behind a vehicle
or overtaking. For typical classification tasks, no a-posteriori oracle exists that
identifies the best guess [118]. However, in our problem setup, the soft-QP
solution can directly evaluate the feasibility and optimality and, therefore,
identify the best guess, as discussed next.
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Figure 6.23: REDS network. The blue blocks show the propagation of
equivariant features, whereas the orange blocks show the propagation of
unstructured features. An invariant connection couples both hidden states.

6.3.5 Soft QP Solution and Selection Method

For each candidate solution from the ensemble of NNs, the soft-QP is constructed
based on the MIQP (6.57) with fixed binary variables and unbounded slack
variables for the obstacle constraints. Each candidate solution consists of
the binary values Λ̂ = [λ̂0, . . . , λ̂N−1] and Γ̂ = [γ̂0

0 , γ̂
0
1 , . . . , γ̂

nobs−1
N ] that are

predicted by the NN. The reference X̃n in (6.57c) is also fixed when the binary
variables are fixed. The resulting soft-QP is convex, and a feasible solution
always exists due to removing the upper bound for each slack variable σji , with
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j ∈ I(nobs − 1), i ∈ I(N) and

J s∗ = min
X,U,Σ

J s(X,U,Σ) (6.58a)

s.t.

x0 = x̂, H(X,U) ≥ 0, Σ ≥ 0, (6.58b)

xi+1 = Axi +Bui, i ∈ I(N − 1), (6.58c)

(Pxi, σji ) ∈ Fout(dji , γ̂
j
i ), i ∈ I(N),

j ∈ I(nobs − 1), (6.58d)

where the cost J s(·) is (6.56), see Tab. 6.7. We construct (6.58d) from (6.55) by
removing the safety margins σji and fixing the binary variables to the predicted
solution guess Γ̂. Therefore, the soft-QP (6.58) is a relaxation of MIQP (6.57)
with fixed integers. Problem (6.58) is solved for each prediction of the NN
ensemble, and the solution leading to the lowest cost for (6.58a) is selected as
output Xp of the module, see Fig. 6.21. The soft-QP is convex and can be
solved efficiently using a structure exploiting QP solver [291, 97]. Despite solving
multiple QPs for multiple candidate solutions, the computational burden is
much lower than solving an MIQP that typically requires solving a combinatorial
amount of convex relaxations.

6.3.6 Feasibility Projection and SQP Algorithm

The soft-QP solution (Xp, Up) may not be collision-free due to binary
classification errors from the ensemble of NNs, i.e., some of the slack variables
may be nonzero in the soft-QP solution. In order to project the soft-QP solution
to a collision-free trajectory, a smooth convex-concave NLP, referred to as FP, is
solved in each iteration. The FP solves an optimization problem that is similar
to (6.58) (see Tab. 6.7), but the reference trajectory is equal to the soft-QP
solution, i.e., X̃ := Xp and Ũ := Up. In addition, the obstacle constraints
in (6.58d) are replaced by smooth concave constraints based on the ellipsoidal
collision region, cf. Fig. 6.22, which allows the use of an efficient SQP algorithm,
e.g., [74].
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Optimization Problem Formulation

With the geometry parameter d of an obstacle, the inner ellipse Osafe within Oout

is used for defining the safe-set F safe. The ellipse center and axis matrix

t(d) = 1
2
[
(sf + sb), (nl + nr)

]>
, Υ(d) = 1√

2
diag([sf − sb, nl − nr]),

are used to formulate the smooth obstacle constraint

F safe(d) =
{

(p, ξ)
∣∣∣ ‖p− t(d)‖2Υ−1(d) ≥ 1− ξ

}
, (6.59)

with slack variables ξ ≥ 0. A tracking cost

J f
tr(X,U) =

N∑
i=0
‖xi − x̃i‖2Q +

N−1∑
i=0
‖ui − ũi‖2R , (6.60)

and a slack violation cost

J f
slack(Ξ) = wh

nobs−1∑
j=0

N∑
i=0

ξji , (6.61)

are defined, where Ξ = {ξji |i ∈ I(N), j ∈ I(nobs − 1)}. The penalty wh � 0 is
sufficiently large such that a feasible solution with ξji = 0 can be found when it
exists. The resulting NLP can be written as

min
X,U,Ξ

J f
tr(X,U) + J f

slack(Ξ) (6.62a)

s.t.

x0 = x̂, H(X,U) ≥ 0, Ξ ≥ 0, (6.62b)

xi+1 = Axi +Bui, i ∈ I(N − 1), (6.62c)

(Pxi, ξji ) ∈ F safe(dji ), i ∈ I(N),

j ∈ I(nobs − 1), (6.62d)

using the least-squares tracking cost (6.60) and smooth obstacle avoidance
constraints (6.59). The optimal trajectory X∗ of (6.62) is the output of the
FP Xs and also of the REDS planner and tracked by the NMPC, see Fig. 6.21.
Since Fout ⊆ F safe, the NLP (6.62) is a smooth relaxation of the MIQP (6.57).
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Application of Sequential Quadratic Programming

NLP (6.62) has a convex-concave structure. Except for the concave
constraints (6.62d), the problem can be formulated as a convex QP. When
solving NLP (6.62) using the Gauss-Newton SQP method [111], this guarantees
a bound on the constraint violation for the solution guess at each SQP
iteration [284].

Proposition 6.3.1. Consider NLP (6.62), let Xi, Ui,Ξi be the primal variables
after an SQP iteration with Gauss-Newton Hessian approximation, and let
X0, U0,Ξ0 be an initial guess equal to the reference, i.e., X0 = X̃, U0 = Ũ .
Then, the decrease in the slack cost reads

J f
slack(Ξi) ≤ J f

slack(Ξ0)− J f
tr(Xi, Ui). (6.63)

Proof. According to Lemma 4.2 of [284], the cost of (6.62) decreases after each
iteration for our problem structure, i.e.,

J f
tr(Xi+1, Ui+1) + J f

slack(Ξi+1) ≤ J f
tr(Xi, Ui) + J f

slack(Ξi).

Consequently, Eq. (6.63) can be verified, since it holds that J f
tr(X0, U0) = 0 due

to the initialization equal to the reference and J f
tr(X,U) ≥ 0,∀X,U , such that

J f
tr(Xi, Ui) + J f

slack(Ξi) ≤ J f
slack(Ξ0).

Additionally, it can be guaranteed that the SQP iterations remain feasible, i.e.,
collision-free, once a feasible solution is found, if the slack weights wh � 0 are
chosen sufficiently large. The latter requires to select a weight value such that
the gradient of the exact L1 penalty (6.61) is larger than any gradient of the
quadratic cost (6.60) in the bounded feasible domain. This property is due to
the exact penalty formulation [194] and the inner approximations of the concave
constraints (6.62d), since a feasible linearization point in iteration j guarantees
feasibility also in the next iterate j + 1 [74]. Notably, choosing sufficiently large
weights, yet not too large to avoid ill-conditioned QPs, may be challenging
in practice. Therefore, the weights could be increased in each iteration if
convergence issues were encountered [194]. However, we used constant weights
without encountering numerical problems.

Under mild assumptions [284], the SQP method converges to a stationary point
of (6.62). The FP provides a certificate of feasibility if the slack variables are
zero, i.e., Ξj = 0. We show that the FP effectively increases the likelihood of
computing a collision-free trajectory in numerical simulations.



LEARNING OF MIXED-INTEGER OPTIMAL CONTROL SOLUTIONS 205

6.3.7 Implementation Details

In this section, we list the most important details of implementation. Further
information on the structure of the NN model, training parameters, and the
FP are in the Appendix.

Numerical solvers. For solving the MIQP of the expert MIP-DM and the QP
of the soft-QP, we use Gurobi [114] and formulate both problems in cvxpy [79].
The NLPs of the FP, as well as the reference tracking NMPC, are solved by
using the open-source solver acados [291] and the algorithmic differentiation
framework CasADi [14]. We use Gauss-Newton Hessian approximations, full
steps, an explicit RK4 integrator, and non-condensed QPs that are solved by
HPIPM [97]. We use real-time iterations [80] within the reference tracking NMPC
and limit the maximum number of SQP iterations to 10 within the FP.

Training of the NN. In order to formulate and train the NNs, we use PyTorch.
We train on datasets of 105 expert trajectories that we generate by solving the
expert MIP-DM with randomized initial parameters, sampled from an uniform
distribution within the problem bounds, see Appendix 6.3.11. We use a learning
rate of 10−4 and a batch size of 1024. The performance is evaluated on a test
dataset of 2 ·103 samples using a cross-entropy loss and the adam optimizer [147].

Computations. Simulations are executed on a LENOVO ThinkPad L15 Gen
1 Laptop with an Intel(R) Core(TM) i7-10510U @ 1.80GHz CPU. The
training and GPU evaluations of the NNs are performed on an Ubuntu
workstation with two GeForce RTX 2080 Ti PCI-E 3.0 11264MB GPUs. Parts
of the REDS planner, namely the ne NN ensemble and the soft-QP, can be
parallelized, which speeds up our approach by approximately the number of
NNs used. Therefore, the serial computation time

ts =
ne∑
i=1

(tNN,i + tQP,i) + tFP,

includes each individual NN inference time tNN,i, each soft-QP evaluation
time tQP,i and the FP evaluation time tFP. The parallel computation time is

tp = max
i=1,...,ne

(tNN,i + tQP,i) + tFP.

Nonlinear Model Predictive Control. The lower-level reference tracking
NMPC is formulated as shown in [222], which is similar to (6.62), but using a
more detailed nonlinear kinematic vehicle model, a shorter sampling period and
a shorter horizon (see Tab. 6.7). The reference tracking NMPC can be solved
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efficiently using the real-time iterations [80], based on a Gauss-Newton SQP
method [111] in combination with a structure exploiting QP solver [291].

6.3.8 In-Distribution Evaluations

First, we show the performance of the REDS architecture, compared to the state-
of-the-art architectures of [62], and we demonstrate its structural properties, see
Sec. 6.3.4. Next, we show how the soft-QP and the feasibility projection increase
the prediction performance and the influence on the overall computation time.
In this section, we use the same distribution over the input parameters for
training and testing of the NNs.

Evaluation of the REDS

We compare two variants of the proposed architecture. First, the REDS is
evaluated, see Fig. 6.23. Second, as an ablation study, the same architecture but
without the LSTM, referred to as equivariant deep set (EDS), is evaluated. In
the EDS, a FF is used to predict the binary variables along the full prediction
horizon (see Fig. 6.23). The performance is compared against the state-of-the-
art architectures for similar tasks [62], i.e., an LSTM and a FF network with a
comparable amount of parameters.

The evaluation metrics are the infeasibility rate, i.e., the share of infeasible
soft-QPs violating constraints (with nonzero slack variables), and the
misclassification rate, i.e., the share of wrong classifications concerning the
prediction of any binary variable. If at least one binary variable in the prediction
is wrongly classified, the whole prediction is counted as misclassified, even though
the soft-QP computes a feasible low-cost solution. Furthermore, we consider
the suboptimality ρ, i.e., the objective of the feasible soft-QP solutions J s∗

compared to the expert MIP-DM cost Je∗,

ρ = J s∗ − Je∗

Je∗ ≥ 0. (6.64)

A suboptimality of ρ = 0 means the cost of the prediction is equal to the optimal
cost of the expert MIP-DM. Fig. 6.24 shows how the performance scales with
the number of obstacles nobs and with the horizon length N , without the FP
from Sec. 6.3.6. The REDS and EDS yield superior results to the LSTM as
soon as nobs ≥ 2, and they vastly outperform the FF network for an increasing
number of obstacles and horizon length.

Besides improving the performance metrics, the REDS also provides the desired
structural properties. A REDS network can be trained and evaluated with
a variable number of obstacles and prediction horizon. In Tab. 6.8, the
generalization performance of REDS network is shown, i.e., it is evaluated
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Figure 6.24: Performance evaluation for infeasibility rate, misclassification rate,
and suboptimality of different network architectures, depending on the number
of obstacles and horizon length. The REDS network outperforms the other
architectures, particularly for a larger number of obstacles and a longer horizon.
Suboptimality is shown in a logarithmic scale.

for the number of obstacles that were not present in the training data. Tab. 6.8
compares generalization for an interpolation and extrapolation of the number of
obstacles and the prediction horizon. According to Tab. 6.8, REDS generalizes
well for samples out of the training data distribution for the number of obstacles
and the horizon length.

Evaluation for Ensemble of REDS Networks

In Fig. 6.25, we show the achieved feasibility rate on the test data using an
ensemble with ne = 10 REDS networks. In total, 2·103 samples are evaluated for
each NN individually and cumulatively. The performance improves by adding
more NNs. However, also the total computation time increases. The parallel
computation time results in the maximum time over the individual networks.
Tab. 6.9 shows the memory usage and the number of parameters for the different
architectures. The sizes of the networks are feasible for embedded devices [78],
i.e., the REDS and EDS provide improved performance with a comparable or
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Training Testing Performance (%)
nobs N nobs N misclass. infeas. subopt.

Generalization for the number of obstacles: interpolation
No general. 1-5 28 3 28 41.7 19.7 17.4
General. 1,2,4,5 28 3 28 42.0 19.8 11.6

Generalization for the number of obstacles: extrapolation
No general. 1-5 28 5 28 30.3 24.4 3.9
General. 1-4 28 5 28 34.4 26.5 3.4

Generalization for the horizon length
No general. 1-3 16 1-3 16 20.4 8.9 38.1
General. 1-3 12 1-3 16 26.0 10.8 20.9

Table 6.8: Evaluation of the REDS network generalization performance (high-
lighted in bold).
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Figure 6.25: Individual and cumulative REDS prediction performance
(infeasibility rate) and computation time concerning the number of NNs used
in the ensemble. The computation time differs for parallel and serial evaluation.
For the parallel evaluation, the slowest network determines the computation
time.
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FF LSTM EDS REDS

Memory usage (MB) 2.40 0.97 0.51 1.40
Number of parameters (105) 5.98 2.41 1.26 3.43

Table 6.9: Memory usage and number of parameters in NN architectures
involving five obstacles and a horizon of 28 steps.
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Figure 6.26: Open-loop comparison of infeasibility rate and suboptimality of the
REDS planner, using the QP without slack variables and the soft-QP followed
by the FP. Infeasible problems are not considered in the suboptimality.

even reduced memory footprint than FFs and LSTMs. This may be due to
exploiting the structure of equivariances and invariances inherently occurring in
the application. Similar observations were made in other applications where
deep sets have been applied, e.g., [126].

Evaluation of REDS Planner with Feasibility Projection

The REDS planner is validated on random samples of the test data, i.e., samples
of the same distribution as the NN training data. Fig. 6.26 shows the infeasibility
rate and suboptimality (6.64) of the REDS planner, using either the QP without
slack variables, or the soft-QP followed by the FP. For an ensemble of ten
NNs, the infeasibility rate of the QP without slack variables is below 10% and
decreased to almost 0% by using the soft-QP followed by the FP, and the
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Figure 6.27: Box plots for open-loop comparison of the computation times
of 103 samples. REDS planner with an ensemble of one (1-NN) or ten NNs is
parallelized (10p) or serial (10s).

suboptimality is also negligible. The suboptimality of the soft-QP followed by
the FP is higher than the suboptimality of the QP since also infeasible problems
are rendered feasible, yet with increased suboptimality values. Fig. 6.27 shows
box plots of the computation times related to the different components. The
main contributions to the total computation time of the REDS planner stem
from the soft-QP (median of ∼ 4.2ms) and the NNs (median of ∼ 3.0ms per
network). While the parallel architecture with ten NNs, as well as a single NN,
decrease the worst case MIQP computation time by a factor of approximately 50
and the median by a factor of 10, the serial approach decreases the maximum
by a factor of 8 and the median by a factor of 2. Besides computation time, the
REDS planner is suitable for embedded system implementation as opposed to
high-performance commercial solvers like the one used here as an expert, i.e.,
Gurobi [114].

6.3.9 Closed-loop Validations with SUMO Simulator

The following closed-loop evaluations of the REDS planner on a multi-lane
highway scenario yield a more realistic performance measure. This involves
challenges such as the distribution shift of the input parameters, wrong
predictions, and errors of the reference tracking NMPC.
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Figure 6.28: Obstacles considered at each planning step in the Frenet coordinate
frame. The plot shows the ego point-mass trajectory and the inflated obstacles
in proximity to the ego vehicle for seven time steps. The obstacle color indicates
whether it was considered in planning or not.

Setup for Closed-loop Simulations

Several choices need to be made for parameters in the REDS planner and in
the simulation environment.

Collision avoidance. For an environment with a large number of obstacles, we
implement the following heuristic to select up to nobs = 5 obstacles in proximity
to the ego vehicle. We consider the closest successive obstacles in each lane,
which are not the lane of the ego vehicle and the leading vehicle on the ego lane.
In Fig. 6.28, the selection of obstacles in proximity to the ego vehicle is shown
in the Frenet coordinate frame. Obstacles are plotted in consecutive planner
time steps, and the color indicates whether they are considered at each time
step. Overtaking is allowed on both sides of a leading vehicle.

Sampling frequency. The planning frequency is set to 5Hz, the control and
ego vehicle simulation rate is 50Hz, and the SUMO simulation is 10Hz. The
traffic simulator in SUMO is slower than the ego vehicle simulation frequency.
Therefore, the motion of the vehicles is linearly extrapolated between SUMO
updates. Indeed, the REDS planner is real-time capable for selected frequencies,
see Req. 6.3.4.

Vehicle models. We use parameters of a BMW 320i for the ego vehicle,
which is a medium-sized passenger vehicle whose parameters are provided in
CommonRoad [13] for models of different fidelity. An odeint integrator of scipy
simulates the 29-state multi-body model [13] with a 20ms time step. The traffic
simulator SUMO [170] simulates interactive driving behaviors with the Krauss
model [155] for car following and the LC2013 [88] model for lane changing.
From zero, up to five surrounding vehicles are selected for our comparison.
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Road layout. Standardized scenarios on German roads, provided by the
scenario database of CommonRoad, are fully randomized before each closed-
loop simulation, including the start configuration of the ego vehicle and all
other vehicles. This initial randomization, in addition to the interactive and
stochastic behavior simulated in SUMO, covers a wide range of traffic situations,
including traffic jams, blocked lanes, and irrational driver decisions such as
half-completed lane changes. The basis of our evaluations is the three-lane
scenario DEU_Cologne-63_5_I-1 with all (dense) or only a fourth (sparse) of
the vehicles in the database.

Distribution Shift

The generally unknown state distribution encountered during closed-loop
simulations, referred to as simulation distribution (SD), differs from the training
distribution (TD). We aim to generalize the proposed approach to a wide
range of scenarios. Hence, we use the uniform distribution given in Tab. 6.3.11
to train the NNs and in consecutive closed-loop evaluations. However, if the
encountered SD is known better, we propose to include NNs trained on an
a priori known SD and include it in the ensemble of NNs. In Fig. 6.29, the
worse performance of an ensemble of REDS, purely trained on the uniform
TD, followed by the soft-QP is shown when evaluated for samples taken from
closed-loop simulations of the DEU_Cologne-63_5_I-1 scenario using the expert
MIP-DM. Additionally, Fig. 6.29 shows NNs trained on this SD and how they
can improve the prediction performance as single networks by ∼ 10% and in an
ensemble by ∼ 3%.

Closed-loop Results with SUMO Simulator

We compare the closed-loop performance of the REDS planner with varying
numbers of NNs and of the expert MIP-DM for the dense and sparse traffic
in scenario DEU_Cologne-63_5_I-1, cf., Fig. 6.30. The closed-loop cost is
computed by evaluating the objective (6.56) for the closed-loop trajectory and
is separated into its components. The computation times are shown for the
serial and parallel evaluation of the NNs. Similar to the open-loop evaluation in
Fig. 6.25, the closed-loop results in Fig. 6.30 show a considerable performance
gain when more NNs are added to the ensemble. Evaluating 10 NNs in parallel
within the REDS planner leads to nearly the same closed-loop performance as
the expert MIP-DM. Remarkably, a parallel computation achieves a tremendous
speed-up of the worst-case computation time of approximately 100 times. A
serial evaluation of 10 NNs could still be computed around 25 times faster for the
maximum computation time compared to the expert MIP-DM. All computation
times of the REDS planner variations are below the threshold of 200ms, while
the expert MIP-DM computation time exceeds the threshold in more than 50%,
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Figure 6.29: Individual and cumulative REDS prediction performance for
the training distribution (TD) and samples encountered by an simulation
distribution (SD). Two variants of the REDS ensemble are compared: one
purely trained on the uniform training distribution (TD) and one ensemble with
three NNs trained on the SD.

taking up to 4s for one iteration. Tab. 6.10 shows further performance metrics.
Using more NNs within an ensemble increases the average velocity and decreases
the closed-loop cost towards the expert MIP-DM performance. Using six
or ten NNs, a single situation occurred where a leading vehicle started to
change lanes but halfway decided to change back towards the original lane,
resulting in a collision, which in a real situation will be avoided by an emergency
(braking) maneuver. Fig. 6.31 shows snapshots of a randomized closed-loop
SUMO simulation of a dense and sparse traffic scenario DEU_Cologne-63_5_I-1.
The green colored ego vehicle successfully plans lane changes and overtaking
maneuvers to avoid collisions with other vehicles (blue), using the proposed
REDS planner feeding a reference tracking NMPC.

6.3.10 Conclusions and Discussion

We proposed a supervised learning approach for achieving real-time feasibility
for mixed-integer motion planning problems. Several concepts are introduced to
achieve a nearly optimal closed-loop performance when compared to an expert
MIQP planner. First, it was shown that inducing structural problem properties
such as invariance, equivariance, and recurrence into the NN architecture
improves the prediction performance among other useful properties such as
generalization to unseen data. Secondly, the soft-QP can correct wrong
predictions, inevitably linked to the NN predictions, and are able to evaluate
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Figure 6.31: Snapshots of simulated traffic scenario DEU_Cologne-63_5_I-1
dense (left) and sparse (right) with SUMO and CommonRoad, showing the ego
vehicle (green) and other vehicles (blue). The REDS planner is real-time feasible
and used in combination with reference tracking NMPC, see Fig. 6.21. A red
light at the rear of the vehicle indicates braking.

DEU_Cologne-63_5_I-1-dense
Property Unit MIQP NN-1 NN-3 NN-6 NN-10

collisions 0 0 0 1 1
vel. mean m

s 13.10 12.71 12.91 13.00 13.07
vel. min m

s 0.41 1.17 0.00 0.00 0.00
lane changes 457 431 469 471 462
cost 1

s 49.48 66.89 59.68 55.02 50.22

DEU_Cologne-63_5_I-1-sparse
Property Unit MIQP NN-1 NN-3 NN-6 NN-10

collisions 0 0 0 0 0
vel. mean m

s 13.94 13.69 13.83 13.87 13.89
vel. min m

s 7.10 7.10 7.10 7.10 7.10
lane changes 354 337 337 353 353
cost 1

s 5.81 12.40 7.49 6.27 6.16

Table 6.10: Closed-loop evaluation for scenario DEU_Cologne-63_5_I-1 with
dense and sparse traffic.



216 MIXED-INTEGER OPTIMIZATION FOR COLLISION AVOIDANCE

an open-loop cost. This favors a parallel architecture of an ensemble of
predictions and soft-QP computations to choose the lowest-cost trajectory.
In our experiments, adding NN to the ensemble improved the performance
considerably and monotonously. This leads to the conclusion that NNs may be
added as long as the computation time is below the planning threshold and as
long as parallel resources are available. To further promote safety, an NLP, i.e.,
the FP, is used to plan a collision-free trajectory. The computational burden
of the NLP is small compared to the expert MIP-DM since it optimizes the
trajectory only locally and, therefore, omits the combinatorial variables.

Although we have evaluated the proposed approach for multi-lane traffic, the
application to other urban driving scenarios is expected to perform similarly
for a similar number of problem parameters due to the following. Many works,
e.g., [140, 141, 213], use similar MIQP formulations for a variety of AD scenarios,
including traffic lights, blocked lanes and merging. The formulations mainly
differ in the specific environment. Many scenario specifics can be modeled by
using obstacles and constraints related to the current lane [213], both considered
in the presented approach. However, with an increasing number of problem
parameters and rare events, the prediction of binary variables may become more
challenging.

6.3.11 Appendix

In the following, we define the most important parameters used in the numerical
simulations of this paper. For the closed-loop simulations in SUMO, we used
the parameter values in Tab. 6.3.11. The reference velocity was set higher
than the average nominal velocity to cause more overtaking maneuvers. For
the optimization problems, we used the parameters shown in Tab. 6.3.11, in
addition to the values presented in Tab. 6.7. In Tab. 6.3.11, neural network
hyperparameters are shown for architectures FF, LSTM, EDS and REDS. The
same LSTM layer is used for each set element (i.e., for each obstacle in our
case) to achieve equivariance in the REDS network.
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Category Parameter Value

General episode length 30s
nominal road velocity 13.9 m

s
maximum number of lanes 3
lanes width dlane 3.5m
vehicle lengths 5.39m
vehicle widths 2.07m
ego desired velocity 15 m

s
maximum obstacle velocity 23 m

s
minimum obstacle velocity 0.2 m

s

Dense scenario traffic flow 0.56 vehicles
lane·s

traffic density 0.04 vehicles
lane·m

Sparse scenario traffic flow 0.13 vehicles
lane·s

traffic density 0.01 vehicles
lane·m

FP diag(Q) [1, 1, 1, 1]>

diag(R) [1, 1]>

slack weight wh 106

Table 6.11: Parameters for closed-loop simulations in SUMO.

Category Parameter Value

expert MIP-DM diag(Q) [0, 14, 10, 1]>

diag(R) [4, 0.5]>

lane change weight wlc 3 · 103

side preference weight wrght 3
safe distances [σf , σb, σl, σr]> [0.5, 12, 0.5, 0.5]>m
minimum controls u [-10, -5]>m

s
maximum controls u [3, 5]>m

s
velocity ratio constraint α 0.3

Table 6.12: Parameters in MIQP formulation (6.57) for expert MIP-DM.

Par. Range Par. Range

lat. pos. [0, nlanesdlanes] − dlanes
2 lanes [1,3]

obs. lon. pos. [-120, 200]m lon. vel. [0, 30] m
s

lat. vel. [-1, 1] m
s obstacles [1,5]

Table 6.13: Ranges of uniform training data distributions.
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Category Parameter Value

General activation function ReLU
batch size 128
step size 5 · 10-5

epochs 1500
optimizer adam
loss function cross-entropy
weight decay 10−5

training samples 105

test samples 103

FF hidden layers 7
neurons per layer 128

LSTM layers 2
hidden network size 128
input network layers 2
output network layers 2

EDS layers 7
equivariant hidden size 64
unstructured hidden size 64
input network layers 2
input network hidden size 128
output network layers 2
output network hidden size 128

REDS layers 7
hidden network sizes 64
input network layers 1
output network layers 1
eq. LSTM output network layers 1
unstr. LSTM output network layers 1

Table 6.14: Hyperparameters for the NN architectures.



CRITICAL DISCUSSION 219

6.4 Critical Discussion

Motion planning with multiple obstacles is demanding due to the high number
of combinatorial choices related to the highly nonconvex planning space. Pure
nonlinear optimization requires initial guesses to converge to acceptable local
minima, which are generally unknown. Mixed-integer programming is a powerful
approach for solving such problems to global optimality. However, mixed-
integer solvers are often burdened by the computational complexity. In Sect. 6.1
and Sect. 6.2, efficient mixed-integer optimization-based problem formulations
were proposed for particular motion planning domains. Sect. 6.1 and the
related publication [225] focus on static obstacles, while Sect. 6.2 and the
related publication [227] focus on structured highway driving. In Sect. 6.3
and the related publication [229], a combined machine learning and online
optimization approach was presented that replaced the combinatorial part of
a mixed-integer solver with a predictor trained on simulated highway driving
data. The underlying objective was to achieve real-time feasibility under the
highest possible closed-loop performance, which included prioritizing safety
requirements.

The main contributions of Sect. 6.1 and Sect. 6.2 are novel formulations that
significantly reduce the number of integer variables compared to other state-of-
the-art formulations such as the formulations proposed in [181, 213]. While [213]
requires 4NNobs binary variables for collision-avoidance, where N is the discrete-
time horizon length and Nobs is the number of considered obstacles, the approach
in Sect 6.1 requires only Nobs binary variables, independent of the horizon length.
The low number of binary variables makes the approach applicable for scenarios
with static obstacles that are sophisticated to traverse. An open-source MILP
solver acquired an average online computation time of 1.9 seconds on the
NVIDIA DRIVE PX2 embedded hardware. The proposed homotopy within
SQP iterations was considerably faster than the MILP solver with 72 ms total
online computation time per iteration on the embedded hardware.

The long-horizon formulation in Sect. 6.2 requires binary variables only in the
order of Nobs. This reduction of binary variables decreases the computation
time 2 to 100 times, compared to alternative planners of [213] and [8], which
makes the approach real-time applicable with the requested planner iteration
time. A novel integrated long-horizon planner was proposed, where the
computational complexity is independent of the horizon length. This long-
term prediction decreased the closed-loop cost up to 10% in highway traffic
simulations involving the proposed planner, a low-level controller, and interactive
agents.

Sect. 6.3 instead contributes to mixed-integer-based planners following
the paradigm of replacing the combinatorial part with machine learning
predictors [39]. Moreover, the section utilizes powerful deep neural network
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architectures [312] that capture relevant symmetries of the motion planning
domain. The novel neural network architecture increased the accuracy of binary
variable predictions compared to the LSTM architecture of [62] from 15%
to 48% for a horizon of 28 steps and seven simultaneously present obstacles.
Additionally, the feasibility of the consecutive QP resembling the expert MIQP,
where the binary variables were fixed, was increased from 50% to 76% for
the same setting. In addition to the performance increase, the novel neural
network architecture provided the equivariance to obstacle permutations, an
exceptional generalization capability to an unseen number of obstacles, and the
possibility to change the horizon length or the number of obstacles posterior
to the training. By utilizing parallel ensembles of neural networks and QP
solvers, the share of infeasible problems could be decreased from 15% to 2%.
After adding a novel feasibility projector, formulated as an NLP, the share of
infeasible solutions is nearly 0%. After adding all of the novel safety-relevant
modules, the worst-case online computation time could be reduced by up to two
orders of magnitude, i.e., from 4000 ms to 60 ms and from 3000 ms to 30 ms for
two different randomly simulated highway traffic environments. The closed-loop
cost is slightly increased compared to an expert MIQP solver by 1.5% and 6.4%,
without sacrificing safety.

The applicability of the algorithms of Sect. 6.1 and Sect. 6.2 is specific to certain
environments, i.e., static obstacles and rewards or highway driving, respectively.
While the approach of Sect. 6.3 was also applied to highway driving, this
technique is general enough to be applied to comparable urban motion planning
problems.

A primary advantage of mixed-integer-based solvers compared to graph-based
planners, such as planners surveyed in [199, 159], is their appealing way of
solving the continuous problem parts by derivative-based optimization and
the combinatorial part by graph-search techniques, cf., Sect. 2.1.3, without
discretizing the continuous variables. Using derivatives to solve continuous
optimization problems is particularly efficient for high-dimensional state
spaces, where the curse of dimensionality limits discretization-based approaches.
Nonetheless, solving mixed-integer problems has some disadvantages, which
legitimizes alternative approaches.

A major drawback of the methods in this thesis is the requirement of MIQP
formulations. MIQPs require less expressive linear models and linear or possibly
convex quadratic constraints. MIQPs can be solved efficiently by specialized
state-of-the-art solvers [114]. However, the online computation times are already
close to real-time feasibility. Thus, it is assumed that using more expressive
formulations and related solvers, e.g., mixed-integer nonlinear programmings
(MINLPs), would violate the real-time feasibility excessively. Nonetheless, no
MINLP benchmarking results for motion planning are known to the author of
this thesis, leaving the potential for future research. Notably, the combinatorial
variables learning approach of Sect 6.3 could be directly applied to learning
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binary variables of MINLPs in future work. An intrinsic challenge with replacing
the MIQP formulation of Sect 6.3 with a more expressive MINLP formulation
would be the vastly increased time to create machine learning training data.

When following the paradigm of constraining the motion planning problem
formulation to MIQPs, which is motivated by the outstanding high-performance
solvers of this problem class, further modeling details could be added by
introducing additional integer variables to model nonconvexities or nonlinearities
in the model equations, such as shown in [86].

The author believes mixed-integer formulations are the most natural way of
formulating the inherently continuous but highly nonconvex planning problems
arising in automotive applications. This research provides algorithms tested
on embedded hardware or extensive simulations to illustrate their potential for
future planning systems. Presumably, on the long way to significantly advance
autonomous driving, some fundamental work is still required for the proposed
algorithms. For instance, commercial high-performance embedded MIQP solvers
are unavailable. Moreover, dedicated hardware to solve such problems could
increase the performance considerably.





Chapter 7

Collision Avoidance for
Autonomous Racing

This chapter considers two challenges for collision avoidance in autonomous
racing. The knowledge of the opponents’ racing intention is exploited to predict
their trajectory. The prediction is then used to formulate the collision avoidance
constraints in the ego optimization problem. It is reasonable to assume that
opponents maximize their progress similarly to the ego racing objective. Even
if the opponent’s vehicle model is assumed to be known, the exact weighting
and acceleration limits it will allow may vary based on the driving style. In
Sect. 7.1, a novel approach estimates the weighting and constraint parameters,
including the assumption that the opponent optimizes a particular objective. A
parameterized model predictive control (MPC) optimization problem is used to
predict the opponents’ trajectory and is referred to as a low-level program in
this context. In order to estimate its’ parameters, a moving horizon estimator
utilizing observed data is proposed, which involves the optimality conditions of
the low-level program as constraints.

Besides predicting opponents in autonomous racing, a further challenge is
formulating an optimization problem that yields strategic driving policies.
Sect. 7.2 uses the technique of reinforcement learning (RL) to develop strategic
behavior in simulations by only specifying the racing goal as the overall rank
among several competitors. Since RL requires a large number of samples and
often struggles to provide safety guarantees, the RL policy is not used directly
to specify controls but rather parameterizes the objective function of an MPC.
The MPC uses a simple model, obstacle predictions, and constraints to provide
the required safety guarantees. The optimization layer is used during offline
learning and within the online policy. The mapping from the RL parameters
via the MPC to actual actions makes the learning more sample efficient.

223



224 COLLISION AVOIDANCE FOR AUTONOMOUS RACING

7.1 An Inverse Optimal Control Approach for Tra-
jectory Prediction of Autonomous Race Cars

In this section, the paper published in [226] is reprinted with permission of Florian
Messerer, Markus Schratter, Daniel Watzenig and Moritz Diehl. Note that the
formatting of some formulas, terms, and numbers has been slightly adjusted for
consistency without changing their meaning or content.

The contributions of each author are listed in the following.

Rudolf Reiter: Idea, programming of the published algorithm and the
interface to the overall system, programming on the overall
system (various program modules of the autonomous
driving stack), design of the experiments, writing of the
document

Florian Messerer: Mathematical corrections, stylistic corrections, linguistic
improvements

Markus Schratter: Programming of the overall system (embedded system,
Autonomous Racing Graz software stack)

Daniel Watzenig: head of the “Autonomous Racing Graz” team. Design
of the overall system. Operational management and
organization of the competitions.

Moritz Diehl: Mathematical corrections, stylistic corrections, linguistic
improvements

©2022 European Control Association. DOI: 10.23919/ECC55457.2022.9838100.

Abstract. This paper proposes an optimization-based approach to predict
trajectories of autonomous race cars. We assume that the observed trajectory
is the result of an optimization problem that trades off path progress against
acceleration and jerk smoothness and is restricted by constraints. The algorithm
predicts a trajectory by solving a parameterized nonlinear program (NLP), which
contains path progress and smoothness in cost terms. By observing the actual
motion of a vehicle, the parameters of prediction are updated by means of solving
an inverse optimal control problem that contains the parameters of the predicting
NLP as optimization variables. The algorithm, therefore, learns to predict the
observed vehicle trajectory in a least-squares relation to measurement data and
to the presumed structure of the predicting NLP. This work contributes with
an algorithm that allows for accurate and interpretable predictions with sparse
data. The algorithm is implemented on embedded hardware in an autonomous
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real-world race car that is competing in the challenge Roborace and analyzed
with respect to recorded data.

7.1.1 Introduction

In real-world autonomous driving scenarios, a core challenge is the prediction
of other agents in the environment. The prediction algorithms differ in relation
to the scenario and to the availability of data. For instance, in urban driving, a
large amount of data might be available due to the massive data collection of
the vehicle industry. For autonomous racing tasks, there is a lack of extensive
data sets, thus supervised learning of data-driven predictions is not feasible.
In our research, we focus on a racing setting related to a competition called
Roborace. As part of this racing series, the participating teams develop software
for the fully autonomous operation of electric race cars and are confronted with
increasingly demanding challenges from one event to the other. Whereas the
ego vehicle moves on a real racetrack, the state observations of the (currently)
purely virtual opponent race cars are provided by the mixed-reality simulator to
the car’s software about 200 meters in advance. The up to six virtually present
opponent cars are set up by the organizers with different racing algorithms
that are supposed to race with different performance and driving styles. The
opponent cars are currently not considered as strategic decision makers, i.e., they
are not performing game theoretic actions such as blocking. Thus, the race cars
can be seen as non-interactive agents. Generally, there is no a priori knowledge
available about the opponents, except for their racing intention. Therefore, it is
impossible to use an a priori fully parameterized vehicle model as a basis for
prediction. Furthermore, extensive system identification is impossible due to the
short time it takes for the vehicle to be observed before it needs to be overtaken.
The goal of this paper is to present a method that predicts the behavior of
other race cars even with sparse data. A typical scenario is shown in Fig. 7.1,
where the ego race car and three other opponent cars are on a racetrack, and
trajectories of our presented predictor are shown with bars corresponding to
the predicted velocity.

Our work starts with framing the basic and limited knowledge about the
opponents as a sparsely parameterized predictor whose parameters can be
estimated by a limited amount of data. Since it is known that the intention
of the other opponents is time-optimal driving, the predictor is stated as a
parameterized optimization problem for progress maximization, referred to as
low-level nonlinear program (LLNLP), which is assumed to be solved by the
other agent. The estimation of the parameters is performed by solving an
inverse optimal control (IOC) problem, which enforces the optimality conditions
for the LLNLP as constraints and performs least-squares optimization on the
deviation of the resulting LLNLP-trajectory to the collected observed data of the
particular opponent vehicle. This results in a set of parameters for the LLNLP,
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Figure 7.1: Presented trajectory prediction in a simulation. The height and
color of the bars correspond to the predicted speed.

which are locally optimal with respect to the chosen structure of the LLNLP
and the observed data. In fact, the chosen formulation only finds a stationary
point as opposed to an optimal point and is dependent on the initialization due
to its non-convex structure, but in practice, both were observed to not have a
significant influence on the performance. The LLNLP is solved in real-time for
each opponent, starting with an initial set of parameters, which are updated as
soon as enough data is available.

The LLNLP is used to predict the velocity along a curve, which is obtained by
blending the current motion into a previously computed minimum curvature
path. The parameters related to LLNLP are the constraint limits and the square
penalties on the input (jerk) and the acceleration states. The estimation of the
acceleration constraints is separated from the bi-level optimization problem into
a separate constraint estimation QP (CQP) whose constraint estimates update
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both the bi-level program for the weight parameter estimation and the final
LLNLP for predicting the opponent trajectories in real-time.

The performance of the described algorithm is shown with recorded data from
differently driving opponent race cars in a Hardware-In-The-Loop setting.

Related Work

Trajectory prediction in the domain of autonomous vehicles is dominated by
data-driven approaches, which are based on regression and pattern matching.
This is applicable if the availability of sufficient data related to human driven
vehicles on public streets is given. If interaction and sequential decision making
are considered, often inverse optimal control (IOC) or inverse reinforcement
learning (IRL) are used. Often deep neural networks (DNNs) are used as
function approximators [162], and the time dependency suggests the use of
recurrent neural architectures as seen in [61, 314, 127]. Also, various other
DNN architectures are used, such as convolutional neural networks [193]. If
statistically qualitative data is available, these approaches work well, and
even their application to real-time systems as trained networks is favorable
due to the high evaluation speed of DNNs. Using an optimization problem
as a function approximator or even within a neural network is a field with
many related research areas, ranging from reinforcement learning with an
embedded MPC structure [110] to generic optimization layers [7]. Using bi-level
optimization to estimate the parameters of a low-level problem is used more
rarely. Related to vehicle predictions, it was used in a similar approach, which
focuses on urban driving scenarios and the game theoretic interaction between
agents [68, 160]. Furthermore, for robotic predictions [177] or even human
motion predictions [182], a bi-level problem was used. For unconstrained linear
systems, [178], the authors show that the IOC can even be stated as a convex
semidefinite program. A detailed survey of vehicle prediction approaches is
given in [162], although IOC appears only in the context of IRL. A general
survey on bi-level optimization is given in [260], which mentions the presented
approach of solving the lower-level program by restricting it to a stationary
point, especially for convex problems.

Contribution

In the domain of autonomous racing, to the best knowledge of the authors, this
work is the first that uses bi-level optimization together with the LLNLP for
real-time trajectory prediction. Since bi-level problems are hard to solve, this
work also addresses novel techniques that can be used in challenging real-world
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conditions such as racing. This paper follows previous work for solving motion
planning problems for autonomous racing [225, 222].

7.1.2 Prediction Architecture

In Fig. 7.2, the architecture of the proposed algorithm is shown. The algorithm
consists of an offline and an online part. The precomputations in the offline
part account for the optimal racing path along the known racetrack. The online
part is constructed for each observed opponent vehicle and is split into a slower
(0.5 Hz) estimation part and a faster (10 Hz) prediction part. In the path
prediction (PP), a curve is blended from the current opponents vehicle position
to the precomputed racing line. The main prediction component is the LLNLP,
which computes the trajectory with respect to the parameterized constraints
and the parameterized weights, starting at the observed current opponent value.
The constraint estimator (CQP) passes its estimated constraint parameters to
the high-level NLP (HLNLP), and both the CQP and the high-level nonlinear
program (HLNLP) estimate the parameters of the LLNLP. The online part is
executed for each of the M observed vehicles.

7.1.3 Prediction Algorithm

In the following, the prediction algorithm is described by each component. In
Sections 7.1.3 to 7.1.3, the main blocks of Fig. 7.2 are described, and in the
final part, the pseudocode (2) are stated.

Path Prediction (PP)

Given the racetrack layout, a time-optimal path ptopt(s) is computed by
curvature minimization related to [222]. The path variable s is related to
the position on a reference center track line. Given the current opponent
vehicle state, a linear extended constant motion path pc(s) is blended into the
precomputed path for s < sf with

pp(s) = s

sf
ptopt(s) + s− sf

sf
pc(s). (7.1)

For s ≥ sf , the prediction path is set equal to the racing path.

Low-level Program for the Trajectory Prediction (LLNLP)

The path predictor predicts the curve that is described by its path length s and
the associated curvature κ(s) = dφ

ds . The curvature is described by a piece-wise
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Figure 7.2: Algorithm architecture. (a: global racing path, b: initial state x̄0,
c: trajectory data samples, d: constraints amax, e: weights w, f: Cartesian
coordinates and curvature parameters of blended path segment κ̄, g: predicted
trajectory)

linear polynomial and parameterized to interpolate Nκ precomputed values κi
for the curvature along the path segment. The values are summarized as
κ̄ =

[
κi . . . κNκ−1

]
. Details on the computation can be found in [222].

Note that the linear interpolation leads to discontinuous derivatives in
the inequality constraints and violates the condition of twice continuously
differentiable functions required for second-order NLP algorithms. Nevertheless,
we empirically found a speedup of a factor of 100 to 1000 compared to bsplines
as interpolating polynomials, with practically no convergence problems.

The LLNLP predicts the estimated velocity along this curve by solving an
optimal control problem which consists of a linear discrete model F (xk, uk,∆t),
acceleration constraints ha(xk, κ̄, amax) and state constraints x and x. Since
the path is given, the predicted motion along the curve is described by means
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of three chained integrators, where the input u is the jerk. The state vector
consequently consists of the path progress s, the velocity v and the acceleration a
with x =

[
s v a

]> ∈ R3. Since the integrator chain is a linear system, the
discretization (zero-order-hold controls) of the dynamics can be computed
exactly by matrix exponentials and leads to the affine function F (xk, uk,∆t) =
A(∆t)xk +B(∆t)uk. The only constraint captured in the box constraints x ≤
xk ≤ x is the limitation of the speed v to vmax and to positive values. The
optimal control problem is discretized in N − 1 intervals using discrete multiple
shooting and solved by sequential quadratic programming using the real-time
NMPC solver acados [291]. To account for the progress maximizing requirement
for the resulting trajectory, a linear negative cost qn =

[
−1 0 0

]> for the
last discrete position is used. The matrix W = diag(

[
0 0 wacc

]
) and the

scalar R = wjerk are the weights that describe the motion of the predicted
opponent vehicle in the presented structure, if no constraints are active. Finding
the values of wacc and wjerk is the objective of the HLNLP component. Slack
variables sLL =

[
sLL,0, . . . , sLL,N

]
∈ R8×N with weights α1, α2 are added

for the online forward implementation to account for the robustness of the SQP
algorithm. We can then state the lower-level problem PLL(w, x̄0, κ̄, amax) as

min
x0,...,xN ,

U0,...,UN−1,
s0,...,sN

N−1∑
k=0

‖xk‖22,W + ‖Uk‖22,R + q>NxN +
N∑
k=0

α11>sLL,k + α2 ‖sLL,k‖22

s.t. x0 = x̄0,

xk+1 = F (xk, Uk,∆t), k = 0, . . . , N − 1,

x ≤ xk ≤ x,

0 ≤ ha(xk, κ̄amax) + sLL,k,

0 ≤ sLL,k, k = 0, . . . , N,

(7.2)

where 1 is a vector of all 1’s of appropriate size. The acceleration
constraints ha(xk, κ̄, amax) approximate the friction, throttle, and breaking
boundaries of the vehicle by means of a polytope in the space of the two-
dimensional acceleration vector a(xk, κ̄) =

[
alat(xk, κ̄) alon(xk)

]
which are

often related to the “Kamm’s circle”. The polytope is typically symmetric to
the longitudinal axis. It is chosen such that it consists of box constraints along
the axes and diagonal constraints that are parallel to the lines described by the
connection of the axis-aligned maximum values. Consequently, the diagonal
constraints depend on the values of the axis-aligned constraints. The presented
approach computes the axis aligned constraints first and uses those values as
inputs to the diagonal constraints. An example of the fitted acceleration
constraints can be seen in Fig. 7.3. Therefore, 8 linear constraints arise,
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Figure 7.3: Acceleration constraint estimation. In total, eight constraints are
fitted as a convex polytope to measurement data.

where 6 of them are pair-wise symmetric. The only non convexity in (7.2)
emerges from the dependency of alat(xk) = −v2

kκ(sk, κ̄). The acceleration
constraints ha(xk, κ̄, amax) can be stated as

ha(xk, κ̄, amax) = amax − diag(dlen)Da(xk, κ̄), (7.3a)

ā =
√
a2

lat,max + a2
lon,max, (7.3b)

d>len =
[
1 1 1 1 ā ā ā ā

]
, (7.3c)

D =



1 0
−1 0
0 −1
0 −1

alon,max alat,max
−alon,max alat,max
alon,min −alat,max
−alon,min −alat,max


, amax =



alat,max
alat,max
alon,max
alon,min
aq,north
aq,north
aq,south
aq,south


. (7.3d)

The term diag(dlen)D collects the row vectors with unit length that represent
direction vectors that are used to project the acceleration vector and to constrain
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to the consecutive projected scalar value. Obviously, the second part of the
vector dlen and the lower part of the matrix D shows the dependency on the
axis aligned constraints. The maximum acceleration values are collected in
the vector amax, the initial observed state x̄0, together with the weights w> =[
wjerk wacc

]
are the input parameters of the LLNLP. The parameters that are

not subject to be changed by the estimation within the HLNLP are summarized
as p> =

[
x̄0 a>max κ̄

]
.

Quadratic Program for Constraint Estimation (CQP)

In order to remove computational complexity from the HLNLP, the constraint
estimation was separated. Even with fixed constraints, the structure of the
HLNLP is highly non-convex and challenging to solve. By means of a Kalman-
filter-based vehicle state estimation, the observed accelerations ai are computed
and stored as a data set of Na data samples in R2. Those acceleration data are
used to fit linear constraints. The projection e>k Dai for the estimation of the
linear constraint ck is performed for the 8 constraints. The vector ek represents
the k-th unit vector in R8. Since the measured data is noisy, a robust estimation
of the constraints that account for outliers is required. This is achieved by the
quadratic program (7.4), where the estimated constraint violation is penalized
linearly and realized by means of a hinge loss h(x) = max(0, x). This function
adds no costs if the measured value is lower than the constraint and penalizes
linearly otherwise. The deflection of the constraint is penalized quadratically
with a weight ω and a minimum at the prior estimated value ĉk. Since the
prior estimated value acts as a lower bound and would not decrease during
iterations, the value is lowered by a factor r < 1 in each iteration for the axis
aligned constraints with ĉk ← rĉk. For the diagonal constraints, ĉk is chosen
as the distance of the diagonal line of the origin. The problem formulation for
estimating constraint k in the bounding polytope with 8 linear constraints is
stated as

min
ck ∈ R

1
Na

Na−1∑
i=0

max(0, e>k Dai − ck) + ω(ck − ĉk)2. (7.4)

The problem can be formulated into a smooth quadratic program using slack
variables ζ for implementing the hinge function, which leads to the formulation

min
ck∈R,
ζ∈RNa

ω(ck − ĉk)2 + 1
Na

Na−1∑
i=0

ζi

s.t. 0 ≤ ζi, e>k Dai − ck ≤ ζi, i = 0, . . . , Na − 1.

(7.5)

The solutions of the CQP are directly used as acceleration constraints amax in
(7.3d).
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Bi-level Program for the LLNLP Parameter Estimation (HLNLP)

The HLNLP fits the LLNLP with the parameters derived from the CQP to
observed measurement data x̄ with a least-squares error measure. The observed
trajectory might differ at the last points from the predicted trajectory, even if
the true parameters were used, since the controller of the observed vehicle most
likely had adapted to even further distant constraints like a sharp curve. To
account for this structural uncertainty, the weight matrix Qk is linearly reduced
to zero for the final NR points. Problem (7.6) shows the basic structure of
the problem. The optimization variables are the estimated trajectory x of the
LLNLP and the weighting parameters w. To account for the iterative estimation
of the parameter w, the previously estimated parameter ŵ together with the
associated weight matrix P is used as an arrival cost, as shown with MHE
in [217]. To simplify the algorithm, the weight matrix is set constant. The basic
structure of the problem can be written as

min
x, U,w

NT−1∑
k=1
‖xk − x̄k‖22,Qk + ‖w − ŵ‖22,P−1

s.t. x, u ∈ argminPLL(w, x̄0, κ̄, amax), w ≥ 0

(7.6)

where x ∈ RNx×NT , U ∈ RNu×(NT−1) and w ∈ R2. The optimization variables
are the estimated trajectory x of the LLNLP and the weighting parameters w.

The low-level program PLL(w, x̄0, κ̄, amax) in (7.2) can be written as

min
z ∈ RNz

fLL(z, w)

s.t. gLL(z) = 0, hLL(z, x̄0, κ̄, amax) ≥ 0
(7.7)

with z =
[
vec(x)> vec(u)>

]> and Nz = NxNT +Nu(NT − 1). The domains
and co-domains of the functions are fLL : RNz×Nw → R, gLL : RNz → RNTNx
and hLL : RNz → RNTNh,LL , where Nh,LL = 10 in this case, with two
bounds on the velocity state and 8 acceleration constraints. The number
of weights corresponding to the smoothness is Nw = 2. The constraints amax
are parameters and updated by means of the estimation of the CQP.
To solve the problem, the bi-level problem can be formulated as an NLP, which
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is summarized as

min
x,U,w,
τ,λ,µ,s

NT−1∑
k=0
‖xk − x̄k‖22,Qk + qττ + β11>s+ β2 ‖s‖22 + ‖w − ŵ‖22,P−1 (7.8a)

s.t. 0 =∇zf(z, w)−∇zgLL(z)λ−∇zhLL(z, p)µ, (7.8b)

0 ≤w, (7.8c)

0 =gLL(z), (7.8d)

0 ≤τ, (7.8e)

0 ≤µ, (7.8f)

0 ≤hLL(z, p) + s, (7.8g)

τ ≥µihLL,i(z, p), i = 0, . . . , Nh,LL − 1, (7.8h)

s ≥0, (7.8i)

where x ∈ RNx×NT , U ∈ RNu×(NT−1), w ∈ R2, s ∈ RNTNh,LL , τ ∈ R, λ ∈
RNTNx , and µ ∈ RNTNh,LL .

We enforce a stationary point in the LLNLP as a constraint in the high-level
problem by enforcing the KKT conditions by means of constraints which are
stated in (7.8b-7.8h). For this aim, additional optimization variables arise that
are the dual variables λ and µ. A major challenge here is to account for the
highly non-convex complementarity conditions arising from the inequalities of
the LLNLP. Therefore, a relaxed problem is stated within the constraints, which
is lower bounded by the actual complementarity condition and upper bounded
by its relaxed version related to the interior point approach as seen in (7.8e-
7.8h). If the complimentarity is relaxed too much, the estimation of the weight
parameters can become wrong. Consequently, the relaxing parameter τ ∈ R is
also integrated as an optimization variable into the HLNLP and initialized with
a “high” value (e.g., 1.0). A high value for qτ together with the linear penalty
of τ is used to achieve the exact complementarity constraints. Slack variables s
account for infeasibilities.

The number of primal variables in the high-level program, which are Nvar,HL =
2NxNT +Nu(Nx−1)+2NhNT rises notably compared to the low-level program,
which is Nvar,LL = NxNT + Nu(Nx − 1), but is of the same complexity
w.r.t. Nx, NT and Nh. This program is solved using the interior point solver
IPOPT [307] formulated in CasADi [14], which again uses a relaxation of the
problem in order to account for the inequality constraints. By using the presented
formulation, we can explicitly account for the accuracy of the complementarity
constraint in the stationary point of the low-level program. Note that the
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Hessian of the HLNLP actually contains third-order derivatives of the original
LLNLP, thus posing the condition of three times differentiable smooth functions
in the LLNLP.

Algorithm

Algorithm (2) describes the sequential interaction of the components with
respect to the architecture in Fig. 7.2. The solvers CQP and HLNLP are
executed as threads that update the estimation values in a lower frequency than
the main predicting solver LLNLP, together with the path prediction PP.

Algorithm 2: IOC Prediction
input : Initial weights and constraints ŵ, ck,

Observed state measurements x̄0
output :Predicted trajectory xpred

1 HLNLPsolved←True;
2 CQPsolved←True;
3 while True do
4 if CQPsolved then
5 CQPsolved←False;
6 x̄←last Na state samples;
7 κ̄←curv(x̄);
8 ĉk ← rck k = 0, . . . 3;
9 ĉk ← dist(ĉ) k = 4, . . . 7;

10 Set CQP parameters ĉk, ω, a(x̄, κ̄);
11 Start CQP solver (Updates: CQPsolved, ck);
12 end
13 if HLNLPsolved then
14 HLNLPsolved←False;
15 x̄← last NT state samples;
16 κ̄← curv(x̄);
17 ŵ ← w;
18 alat,k ← ck k = 0, . . . 7;
19 Set HLNLP parameters alat, x̄, κ̄, ŵ;
20 Start HLNLP solver (Updates: HLNLPsolved, w);
21 end
22 x̄0 ← State measurement input;
23 alat,k ← ck k = 0, . . . 7;
24 κ̄← PP (x̄0);
25 xpred ←solve LLNLP(x̄0, κ̄, w, alat);
26 end
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Table 7.1: Parameter Settings
Parameter Value Parameter Value
ck,0 . . . ck,3 5, 5, 2.5, -5 m/s sf 300m
wT0 [0.5 0.2] N 111
ω 12.5 ∆T (LL) 0.1s
Na 103 ∆T (HL) 1s
Nκ 700 α1, α2 104, 108

NT 25s β1, β2 105, 106

P diag([2 · 10−7 9 · 107]) qτ 107

7.1.4 Results

The algorithm was tested with recorded data. Qualitatively, these tests
fully describe the performance of the algorithm. Nevertheless, the embedded
performance, especially the real-time performance of the LLNLP was proven in
several real racing events. This shows that the proposed algorithm can work in
embedded real-world systems.

Hardware and Software Setup

The proposed LLNLP was tested on race car hardware (Section 7.1.4), including
the NVIDIA DrivePX 2 in a Docker environment with Ubuntu 20.04. This
electronic control unit (ECU) provides two CPUs (4x ARM Denver, 8x ARM
Cortex A57) and two GPUs (2x Tegra X2, 2x Pascal GPU). The open-source
OSQP solver [268] was used in a mixed Python/C++ ROS-framework for solving
the problem (7.1.3) using CasADi [14] as an interface. CasADi was also used
as an interface together with IPOPT [307] to solve the HLNLP of Section 7.1.3.
The time-critical real-time estimation related to the LLNLP (Section 7.1.3)
was performed using acados [291] as an NLP solver. For each opponent car, a
separate solver was created, which was executed as a thread, updating a data
structure that contained the most recent prediction. The full algorithm was
tested offline (Section 7.1.4) in simulations with an Alienware m-15 Notebook and
an Intel Core i7-8550 CPU (1.8 GHz). The parameters used for the evaluation are
shown in Table 7.1. In Table 7.3, the time statistics of the different optimization
parts are shown, and in Table 7.2, the relevant settings are given. Notably, the
LLNLP was failing in 2 out of 1000 randomly parameterized test runs, which
was due to the linear interpolation of the curvature as described in Section
7.1.3. This failure rate is outweighed in practice by the enormous speed gain of
a linear interpolation.
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Table 7.2: Component settings
Component Samples/Nodes Notes Runs
PP 150 1e3
CQP 500 Eval. per constraint (1/5) 1e2
HLNLP 35 ∆t=1s 50
LLNLP 60 ∆t=0.1s 1e3

Table 7.3: Solver timing statistics
Component Solver tmax (ms) tave (ms) fail rate (%)
PP none < 1 < 1 0
CQP OSQP 15.5 8.1 0
HLNLP IPOPT 6237 520 5

LLNLP acados
HPIPM 2748 91 0.2

Performance Analysis with Recorded Data

Validation of the CQP. Fig. 7.3 shows the estimation of constraints related
to 1000 recorded acceleration data samples. The acceleration was computed
out of the observed and estimated trajectory state. Obviously, the constraints
of any observed race car acceleration data could be of any shape, but the
representational capacity of the constraint assumptions have to be traded off for
fast and reliable real-time execution in the LLNLP. According to our experience,
the approximation with either 4 (box only) or 8 (adding diagonals) constraints
achieved the best performance.

Validation of the velocity profile estimation. Using the same recorded real-
world trajectory as in 7.1.4 and also its estimated constraints amax as seen
in Fig. 7.3, we use the HLNLP to estimate the parameters w. All estimated
parameters together are then forwarded to the LLNLP, which predicts the
velocity and the progress along the given curve by solving the nonlinear program.
The results are compared to the standard constant velocity predictor, which is
often used in robotic applications [254], and that assumes a vehicle progression
with the measured constant velocity. In Fig. 7.4, the mean position error of the
presented algorithm ēs is compared to the mean position error of the constant
velocity predictor ēs,const. Furthermore, the standard deviations σs and σs,const
are compared respectively. In Fig. 7.5 the prediction velocity error ēv and its
standard deviation σv of the presented algorithm are compared to the mean
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ēs,const

ēs
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Figure 7.4: Mean and standard deviation of the position estimation errors for
the constant velocity estimator ēs,const/σs,const and the presented algorithm
ēs/σs along the path obtained from the PP component evaluated on recorded
data.
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Figure 7.5: Mean and standard deviation of the velocity estimation errors for the
constant velocity estimator ēv,const/σv,const and the presented algorithm ēv/σv
along the path obtained from the PP component evaluated on recorded data.

error and standard deviation of the velocity of the constant velocity estimator,
that is ēv,const and σv,const The presented algorithm outperforms the constant
velocity predictor significantly, although in a short prediction horizon, the errors
are similar.
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Figure 7.6: Weight estimates for the jerk and acceleration weighting obtained
by the HLNLP component. Low weights correspond to aggressive driving that
is only limited by the velocity and acceleration constraints.

Validation of the Full Algorithm

The algorithm was evaluated with two opponent vehicles in a simulation
environment, as shown in Fig. 7.1. The two opponent race cars follow a
racing line that was computed by a semi-analytic velocity profile computation
as shown in [289] together with differently parameterized racing paths according
to [222]. Therefore, the resulting trajectories are not in the solution space of
the LLNLP and consequently can not be approximated exactly, which is similar
to real observations. The HLNLP estimates the weight parameters and keeps
converging to a semi-stationary solution after approximately 200 seconds as
shown in Fig. 7.6. The convergence behavior depends heavily on the choice
of hyperparameters, particularly on the arrival weight P in (7.8). After the
weights converged, the predictions of all active components (all components)
were compared to other estimation algorithms. First, the initial parameter
setting was simulated, where the weights and constraints were kept constant,
and only the LLNLP was active (referred to as LLNLP). Secondly, a constant
velocity estimation was used, where the path was computed by means of the PP
component, but the velocity was set constant to the observed velocity (referred
to as constant velocity). Fig. 7.7 shows the comparison of the three settings
by evaluating the Euclidean position error after certain prediction horizons. It
can be seen that for increasing prediction horizons, the differences in the error
measures become large due to the acceleration constraints related to curves
and the integrating errors. For short prediction horizons, the constant velocity
estimator is performing similarly in our test cases, which was also observed
in [254]. The prediction performance with respect to the Euclidean position
error was further compared by deactivating either the CQP or the HLNLP
part. Fig. 7.8 shows the comparison with either component active (CQP active
or HLNLP active), with all parameters fixed (fixed parameters) or with the
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Figure 7.7: Box plot statistics (mean, standard deviation, maximum and
minimum values) of the Euclidean position error of the prediction compared to
the ground truth for different prediction algorithms and at particular prediction
horizons

full algorithm (all active) at a prediction horizon of 6 and 8 seconds. The
results looked similar for all observed race cars. In our simulation, the biggest
improvement originated from the HLNLP part, which can be seen in Fig. 7.8
and which is due to the rather aggressive driving behavior of the observed
vehicles and the moderate initialization of the corresponding weight parameters
of the LLNLP.

7.1.5 Conclusions

The paper presents a novel approach for predicting race car trajectories in real-
time and with sparse observation data. It is shown that the algorithm works
in an embedded setting and yields satisfying predictions. The key advantage
of using an optimization problem as a predictor is the natural integration
of constraints. Nevertheless, the quality of the solution is restricted by the
assumptions related to the low-level problem, e.g., which norms are used as
penalties and what quantities are supposed to be penalized. The expressiveness
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Figure 7.8: Box plot statistics (mean, standard deviation, maximum and
minimum values) of the Euclidean position error of the prediction compared to
the ground truth for different active components at a prediction horizon of 6
and 8 seconds.

of the low-level problem is limited due to its KKT conditions arising in a high-
level optimization problem, which poses a non-smooth optimization problem
with no guaranteed solution. Yet, in practice, the problem, as stated, is posed
well enough to be solvable by means of a robust solver like IPOPT. Future
investigations might include an algorithm that also estimates an uncertainty
measure and updates the arrival cost correspondingly, as well as investigating
rich function approximators in various parts of the algorithm to achieve a
vanishing error as the number of samples increases.
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7.2 A Hierarchical Approach for Strategic Motion
Planning in Autonomous Racing

In this section, the paper published in [224] is reprinted with permission of Jasper
Hoffmann, Joschka Boedecker and Moritz Diehl. Note that the formatting of some
formulas, terms, and numbers has been slightly adjusted for consistency without
changing their meaning or content.

The contributions of each author are listed in the following.

Rudolf Reiter: idea, programming of the overall system and the published
algorithm, design of the experiments, programming and
training for machine learning (reinforcement learning),
writing of the document (all sections)

Jasper Hoffmann: programming the training for machine learning (re-
inforcement learning), transcript of the document
(“reinforcement learning” section)

Joschka Boedecker: corrections on the topic of “reinforcement learning”
Moritz Diehl: mathematical corrections, stylistic corrections, linguistic

improvements

©2023 European Control Association. DOI: 10.23919/ECC57647.2023.10178143.

Abstract. We present an approach for safe trajectory planning, where a
strategic task related to autonomous racing is learned sample efficiently within
a simulation environment. A high-level policy, represented as a neural network,
outputs a reward specification that is used within the function of a parametric
nonlinear model predictive controller. By including constraints and vehicle
kinematics in the nonlinear program, we can guarantee safe and feasible
trajectories related to the used model. Compared to classical reinforcement
learning, our approach restricts the exploration to safe trajectories, starts with
an excellent prior performance and yields complete trajectories that can be
passed to a tracking lowest-level controller. We do not address the lowest-level
controller in this work and assume perfect tracking of feasible trajectories. We
show the superior performance of our algorithm on simulated racing tasks that
include high-level decision-making. The vehicle learns to efficiently overtake
slower vehicles and avoids getting overtaken by blocking faster ones.
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7.2.1 Introduction

Motion planning for autonomous racing is challenging due to the fact that
vehicles operate at performance limits and planning requires interactive yet safe
behavior. This work focuses on strategic planning for fixed opponent policies
with safety guarantees. Current research is usually based on either graph-based,
sampling-based, learning-based, or optimization-based planners [41, 199]. We
propose a combination of model-predictive control (MPC) and a neural network
(NN) trained by a reinforcement learning (RL) algorithm within simulations.
MPC is a powerful optimization-based technique commonly used to solve
trajectory planning and control problems. Using efficient numerical solvers
and the possibility to incorporate constraints directly makes MPC attractive
in terms of safety, explainability, and performance [217]. Nevertheless, in
problems like interactive driving, it is difficult to model the behavior of other
vehicles. In contrast to MPC, RL is an exploration-driven approach for solving
optimal control problems. Instead of an optimization-friendly model, RL only
requires samples of the dynamics and can, in theory, optimize over arbitrary cost
functions. The flexibility of RL comes at the cost of a high sample inefficiency
that is often unfavorable for real-world applications, where data is expensive and
rare. Furthermore, RL, in the general setting, lacks safety guarantees. However,
once the amount and quality of data are sufficient, the learned policies can show
impressive results [306]. In this paper, we combine MPC and RL by using an
MPC-inspired low-level trajectory planner to yield kinematic feasible and safe
trajectories and use the high-level RL policy for strategic decision-making. We
use the expression reference tracking nonlinear model predictive control (NMPC)
(parameterized model predictive planner) to refer to an MPC-based planner,
which outputs feasible reference trajectories that we assume to be tracked
by a lowest-level control systems. This hierarchical approach is common in
automotive software stacks [293, 199]. We use the reference tracking NMPC to
formulate safety-critical constraints and basic time-optimal behavior but let the
cost function be subject to changes by the high-level RL policy. Particularly, we
propose an interface where the high-level RL policy outputs a reference in the
Frenet coordinate frame. With this approach, we start with an excellent prior
strategy for known model parts. We can guarantee safe behavior concerning
the chosen vehicle model and the prediction of opponents.
The structure of this paper is as follows. In Sec. 7.2.2, we motivate our approach
by a similar formulation named safety filter [294], in Sec. 7.2.4, we describe the
MPC-based planner, and in Sec. 7.2.5, we explain the implementation of the
high-level RL policy and how we train it. Finally, in Sec. 7.2.6, we evaluate the
algorithm, which we refer to as HILEPP (hierarchical learning-based predictive
planner), in a multi-agent simulation that involves strategic decision-making.

Contribution: We contribute by deriving and evaluating a sample efficient and
safe motion planning algorithm for autonomous race cars. It includes a novel
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cost function formulation for the interaction of MPC and RL with a strong
prior performance, real-time applicability, and high interpretability.

Related work: Several works consider RL as a set-point generator for MPC for
autonomous agents [107, 48]. As opposed to our approach, they focus on final
target points. Another research branch focuses on safety verification with a
so-called “safety filter” [55]. For instance, in [294], a rudimentary MPC variant
is proposed that considers constraints using MPC as a verification module.
Similarly, the authors of [171] use MPC to correct an RL policy if a collision
check fails. RL is also used for MPC weight tuning, such as in [265] for UAVs and
in [313] for adaptive control in autonomous driving. Related research for motion
planning of autonomous racing was recently surveyed in [41]. Several works
focus on local planning without strategic considerations [293, 196], thus can
not directly be used in multi-agent settings. Other works use a game-theoretic
framework [167], which often limits the applicability due to its complexity.

An algorithm for obtaining Nash equilibria is iterated best response (IBR), as
shown for drone racing in [266] or for vehicle racing in [299]. However, IBR has
high computation times. An algorithm aiming at the necessary KKT conditions
of the generalized Nash equilibrium problem is presented in [161]. However, the
resulting optimization problem is hard to solve. In [252], long-term strategic
behavior is learned through simulation without safety considerations.

7.2.2 Background and Motivation

A trained neural network (NN) used as a function approximator for the
policy πθ(s), where θ ∈ Rnθ is the learned parameter vector and s ∈ Rns
is the RL environment state, can generally not guarantee safety. Safety is
related to constraints for states and controls that must be satisfied at all times.
Therefore, the authors in [294] propose an MPC-based policy πS : Rna → Rna
that projects the NN output a ∈ Rna to a safe control uS = πS(x, a), where
it is guaranteed that uS ∈ US ⊆ Rna . The safe set US is defined for a
known (simple) system model ẋ = f(x, u) with states x and controls u and
corresponding, often tightened, constraints. In this formulation, the input u
has the same interpretation as the action a and the state x relates to the
model inside the filter. Constraint satisfaction for states is expressed via the
set membership x ∈ X and for controls via u ∈ U . The system model is usually
transformed to discrete-time via an integration function xi+1 = F (xi, ui) with
step size ∆t. When using direct multiple shooting [45] one obtains decision
variables for the state X = [x0, . . . , xN ] ∈ Rnx×(N+1) and for the controls
u = [u0, . . . , uN−1] ∈ Rnu×N . Since the optimization problem can only be
formulated for a finite horizon, a control invariant terminal set St needs to be
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included. The safety filter solves the following optimization problem

min
X,U

‖u0 − ā‖2R

s.t. x0 = x̄0, xN ∈ St,

xi+1 = F (xi, ui), i = 0, . . . , N − 1,

xi ∈ X , ui ∈ U , i = 0, . . . , N − 1

(7.9)

and takes the first control u∗0 of the solution (X∗, U∗) as output uS := u∗0. The
authors in [294] use the filter as a post-processing safety adaption. However,
we propose to use this formulation as a basis for an online filter, even during
learning, which makes it applicable to safety-relevant environments. We do
not require the same physical inputs to our filter, but rather modifications to
a parametric optimization problem, similar to [110]. We propose a general
interface between the high-level RL policy and MPC, namely a cost function
L(X,U, a), modified by action a. Our version of the reference tracking NMPC
as a fundamental part of the algorithm solves the optimization problem

min
X,U

L(X,U, a)

s.t. x0 = x̂0, xN ∈ St,

xi+1 = F (xi, ui), i = 0, . . . , N − 1,

xi ∈ X , ui ∈ U , i = 0, . . . , N − 1,

(7.10)

and takes the optimal state trajectory of the solution (X∗, U∗) as out-
put Xref := X∗ of the reference tracking NMPC algorithm. Due to the pruning
of infeasible, i.e., unsafe, trajectories of the actual control, the algorithm becomes
sample efficient.

7.2.3 General Method

We apply our algorithm to a multi-agent vehicle competition on a race track. We
aim to obtain a sample efficient planner that performs time-optimal trajectory
planning, avoids interactive opponents, and learns strategic behavior, such
as blocking other vehicles in simulation. We assume fixed policies of a fixed
number of Nob opponents and, therefore, do not consider the interaction as a
game-theoretical problem [315]. We use an obstacle avoidance rule, according
to the autonomous racing competitions Roborace [233] and F1TENTH [196],
where in a dueling situation, the following vehicle (FV) is mainly responsible
avoiding a crash. However, the leading vehicle (LV) must not provoke a crash.
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Figure 7.9: Proposed control structure. The multi-vehicle environment
constitutes a trajectory tracking ego agent (lowest-level controller πLL(·)). A
state z concatenates all Nob + 1 vehicle states and road curvature information.
A function gs(z) projects the state to a lower dimensional state space. A
high-level RL policy πθ(s) and an expanding function GP (a) modify the cost
function of parameterized model predictive planner (reference tracking NMPC)
πMPC(z, P ) by action a. The reference tracking NMPC outputs a feasible and
safe trajectory Xref to the ego lowest-level controller.

Unfortunately, to the best of the author’s knowledge, there is no rigorous rule
for determining the allowed actions of dueling vehicles. However, we formalize
the competition rules of F1TENTH similar to [166], where the LV only avoids
an inevitable crash, which we state detailed in Sec. 7.2.4. A block diagram of
our proposed algorithm is shown in Fig. 7.9, where we assume a multi-agent
environment with a measured state z ∈ Rnz , which concatenates the ego agent
states x, the obstacle/opponent vehicle states xob and the road curvature κ(ζi)
on evaluation points ζi. We include prior domain knowledge to get the high-
level RL policy state s ∈ Rns with the pre-processing function s = gs(z). For
instance, we use relative distances of the opponents to the ego vehicle instead
of absolute values. An expansion function P = GP (a), with the high-level RL
policy a = πθ(s), is used to increase the dimension of the NN output to obtain
a parametric cost function. The expansion function is used to include prior



248 COLLISION AVOIDANCE FOR AUTONOMOUS RACING

knowledge and to obtain an optimization-friendly cost function in the reference
tracking NMPC.

7.2.4 Parameterized Model Predictive Planner

Our core component reference tracking NMPC constitutes an MPC formulation
that accounts for safety and strong initial racing performance. It comprises a
vehicle model, safety constraints, and a parameterized cost function, which we
will explain in the following section.

Vehicle Model

We use rear-wheel-centered kinematic single-track vehicle models in the Frenet
coordinate frame, as motivated in previous work [222]. The models are governed
by the longitudinal force Fd that accounts for accelerating and braking, and the
steering rate r, which is the first derivative of the steering angle δ. The most
prominent resistance forces Fres(v) = cairv

2 + crollsign(v) are included. The air
drag depends on the vehicle speed v with the constant cair. The rolling resistance
is proportional to sign(v) by the constant croll. We drop the sign function since
we only consider positive speed. As shown in previous work [222, 225], the Frenet
transformation F(·) relates Cartesian states xC = [xe ye ϕ]>, where xe and
ye are Cartesian positions and ϕ is the heading angle, to the curvilinear states

xF = F(xC) = [ζ n α]>. (7.11)

The Frenet states are related to the center lane γ(ζ) = [γx(ζ) γy(ζ)], with
signed curvature κ(ζ) and tangent angle ϕγ(ζ), where ζ is the 1d-position of
the closest point of the center lane, n is the lateral normal distance and α is
the difference of the vehicle heading angle to the tangent of the reference curve.
Under mild assumptions [222], the Frenet transformation and its inverse

xC = F−1(xF) =

γx(ζ)− n sin(ϕγ(ζ))
γy(ζ) + n cos(ϕγ(ζ))

ϕγ(ζ)− α

 (7.12)

are well-defined. We summarize the states with x =
[
ζ n α v δ

]> and
controls with u =

[
Fd r

]>. The Frenet frame vehicle model is parameterized
by the mass m and length l and given as

ẋ = f(x, u) =


v cos(α)
1−nκ(ζ)
v sin(α)

v
l tan(δ)− κ(ζ)v cos(α)

1−nκ(ζ)
1
m (Fd − Fres(v))

r

 . (7.13)
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The discrete states xk at sampling time k∆t are obtained by an RK4 integration
function xk+1 = F (xk, uk,∆t).

Safety Constraints

As stated in Sec. 7.2.2, the reference tracking NMPC formulation should restrict
trajectories Xref to be within model constraints. Since we assume known
vehicle parameters and no measurement noise, this can be guaranteed for most
limitations in a straightforward way. Nevertheless, the interactive behavior
of the opponent vehicles poses a severe challenge to the formulation. On one
extreme, we could model the other vehicles robustly, which means we account
for all possible maneuvers, which yields quite conservative constraints. On the
other extreme, with known parameters of all vehicles, one could model the
opponent by “leaving space” for at least one possible motion of the opponent
without a crash, thus not forcing a collision. The latter leads to a hard bi-level
optimization problem since the feasibility problem, which is an optimization
problem itself, is needed as a constraint of the reference tracking NMPC. In
this work, we aim at a heuristic explained in Sec. 7.2.4.

Vehicle Limitations. Slack variables σ = [σv, σα, σn, σδ, σa, σo]> ∈ R6, for
state (7.14), acceleration (7.16) and obstacles constraints (7.18) are used to
achieve numerically robust behavior. We use box constraints for states

Bx(σ) :=
{
x

∣∣∣∣ −σn + n ≤n ≤ n+ σn, (7.14a)

−σα + α ≤α ≤ α+ σα, (7.14b)

0 ≤v ≤ v + σv, (7.14c)

−σδ + δ ≤δ ≤ δ + σδ
}
, (7.14d)

and controls

Bu :=
{
u
∣∣ F d ≤ Fd ≤ F d, r ≤ r ≤ r

}
. (7.15)

Further, we use a lateral acceleration constraints set

Blat(σ) :=
{
x

∣∣∣∣∣
∣∣∣∣v2 tan(δ)

l

∣∣∣∣ ≤ alat + σa

}
, (7.16)

to account for friction limits.



250 COLLISION AVOIDANCE FOR AUTONOMOUS RACING

Obstacle Constraints. We approximate the rectangular shape of obstacles
(referenced by “ob”) in the Cartesian coordinate frame by an ellipse and
the ego vehicle by a circle, which yields superior computational properties
compared to other approaches, cf. [228]. We assume a predictor of an
obstacle vehicle i that outputs the expected Cartesian positions of the
vehicle center pobi

k = [xobi
e,k yobi

e,k ]> ∈ R2 with a constraint ellipse shape
matrix Σ̂obi

k (x) ∈ R2×2 at time step k that depends on the (Frenet) vehicle
state in x. The ellipse area is increased by Σobi(x) = Σ̂obi(x) + I(r + ∆r)2

with radii of the ego covering circle r and a safety distance ∆r. Since the
ego vehicle position p> = [xe ye] is measured at the rear axis and in order to
have a centered covering circle, we project the rear position to the ego vehicle
center pmid by

pmid =
[
xe,mid
ye,mid

]
= P (xC) =

[
xe + l

2 cosϕ
ye + l

2 sinϕ

]
(7.17)

For obstacle avoidance with respect to the ellipse matrix, we use the constraint
set in compact notation

BO(xob,Σob, σ) =
{
x ∈ R2

∣∣∣ ∥∥P (F−1(x))− pob∥∥2
(Σob(x))−1 ≥ 1− σo

}
. (7.18)

Obstacle Prediction. The opponent prediction uses a simplified model with
states xob = [ζob, nob, vob]> and assumes curvilinear motion depending on the
initial estimated state x̂ob. With the constant acceleration force F ob

d , the ODE
of the opponent estimator can be written as

ζ̇ob = vob(t) cos(α̂ob)
1− nobκ(ζob) , ṅob = vob(t) sin(α̂ob), v̇ob = 1

mobF
ob
d . (7.19a)

Since the FV is responsible for a crash, it generously predicts the LV by
assuming constant velocity motion, where F ob

d is set to 0. The LV predicts
the FV most evasively, which we realize by assuming an FV full stop with
its maximum braking force F ob

d = F ob
d . In any situation, this allows the

FV to plan for at least one safe trajectory (i.e., a full stop) Thus, the LV
does not “provoke” a crash, as required in racing competition rules [233, 196].
Besides these minimum safety restrictions, interaction should be learned by
the high-level RL policy. We simulate the system forward with a function
Φ(), using steps of the RK4 integration function to obtain the predicted states
[xob

0 , . . . , xob
N ] = Φ(x̂ob, α̂ob, F ob

d ).

Recursive Feasibility. In order to guarantee safety for a finite horizon and
constraints (7.14), (7.15) and (7.16), we refer to the concept of recursive
feasibility and control invariant sets (CIS) [217]. A straightforward CIS is
the trivial set of zero velocity {x | v = 0}. An approximation to the CIS, which
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is theoretically not a CIS but which has shown good performance in practice, is
the limited-velocity terminal set St := {x | α = 0, v ≤ vmax}. For long horizons,
the influence of the terminal set vanishes.

Objective

For the parameterized cost function L(X,U, a), we propose a formulation with
the following properties:

1. Simple structure for reliable and fast NLP iterations

2. Expressive behavior related to strategic driving

3. Low dimensional action space

4. Good initial performance

The first property is achieved by restricting the cost function to a quadratic
form. The second property is achieved by formulating the state reference in the
Frenet coordinate frame. The final properties of a low dimensional action space
and an excellent initial performance are achieved by interpreting the actions as
reference lateral position nref and reference speed vref . By setting the reference
speed, also the corresponding longitudinal state ζref,k of a curvilinear trajectory
is defined by ζref,k = ζ̂ + k∆tvref . The reference heading angle miss-match αref
and the steering angle δref are set to zero, with fixed weights wα and wδ, since
these weights are tuned for smooth driving behavior. Setting the reference
speed vref above maximum speed approximates time-optimal driving [151]. We
compare the influence using references with their associated weights wv, wn
(HILEPP-II with aII = [vref nref wv wn]>) to fixed weights without using
them in the action space (HILEPP-I with aI = [vref nref ]>).

NLP Formulation

We use the action-dependent stage cost matrix Qw(a) with Qw : Rna → Rnx×nx
and a cost independent terminal cost Qt ∈ Rnx×nx . We set the values of R,
Q0 and Qt to values corresponding to driving smoothly and time-optimally.
With constant action inputs ā, this leads to a strong initial performance at the
beginning of training the high-level RL policy. With the constant time action-
dependent reference values ξref,k(a) = [0 n 0 vx 0]> ∈ Rnx for HILEPP-
I/II and constant time reference weights Qw(a) = diag([0 wn 0 wv 0]) for
HILEPP-II, we can write the expanding function as

GP (a) : a→
(
ξref,0(a), . . . , ξref,N (a), Qw(a)

)
, (7.20)
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which maps na to n2
x(N + 1) + nx(N + 1) dimensions for cost matrices and

reference values. We state the final NLP, using the vehicle model (7.13), the MPC
path constraints for obstacle avoidance (7.18), vehicle constraints (7.14), (7.15)
and (7.16) and the parametric cost functions of (7.10). The full objective,
including slack variables Ξ = [σ0, . . . , σN ] ∈ R6×N for each stage, associated L2
weights Qσ,2 = diag(qσ,2) ∈ R6×6 and L1 weights qσ,1 ∈ R6, reads as

L(X,U, a,Ξ) =
N−1∑
k=0
‖xk − ξref,k(a)‖2Qw(a) + ‖uk‖2R

+ ‖xN − ξref,N (a)‖2Qt +
N∑
k=0
‖σk‖2Qσ,2 + |q>σ,1σk|.

(7.21)

Together with the predictor for time step k of the j-th future opponent vehicle
states, represented as bounding ellipses with the parameters pob,j

i ,Σob,j
i , the

parametric NLP can be written as

min
X,U,Ξ

L(X,U, a,Ξ)

s.t. x0 = x̂, Ξ ≥ 0, xN ∈ St,

xi+1 = F (xi, ui) i = 0, . . . , N − 1,

Ui ∈ Bu, i = 0, . . . , N − 1,

xi ∈ Bx(σk) ∩Blat(σk) i = 0, . . . , N,

xi ∈ Bob(pob,j
i ,Σob,j

i , σk) i = 0, . . . , N,

j = 0, . . . , Nob.

(7.22)

The final reference tracking NMPC algorithm is stated in Alg. (3).

7.2.5 Hierarchical Learning-based Predictive Planner

The reference tracking NMPC of Sec. 7.2.4 plans safely and time-optimally, but
not strategically. Therefore, we learn a policy πθ with RL that decides how to
parameterize the reference tracking NMPC to achieve a strategic goal at each
time step. Since we assume stationary opponent policies, we can apply standard,
i.e., single-agent RL algorithms [315] and solve for the best response. In the
following, we give a brief theoretical background to policy gradient methods
and then describe the training procedure in detail.
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Algorithm 3: reference tracking NMPC
input : action a, ego states x̂, Nob obstacle states x̂ob

output : planned trajectory Xref
1 for j in range(Nob) do
2 if ζ̂ob ≤ ζ̂ then
3 Consider opp. as FV: F ob

d ← F ob
d

4 end
5 else
6 Consider opp. as LV F ob

d ← 0
7 end
8 Predict [xob

0 , . . . , xob
N ] = Φ(x̂ob, α̂ob, F ob

d );
9 Compute constraint ellipses Σob,j

k = Σ0(ϕob,j);
10 end
11 Compute weights

(
ζref,k, Qw

)
← GP (a);

12 Xref ←Solve NLP (7.10) with
(
ζref,k, Qw

)
;

Policy Gradient

RL requires a Markov Decision Process (MDP) framework. A MDP consists
of a state space S, an action space A, a transition kernel P (sk+1 | sk, ak), a
reward function R : S ×A 7→ R that describes how desirable a state is (equal to
the negative cost) and a discount factor γ ∈ [0, 1). The goal for a given MDP is
finding a policy πθ : S 7→ A that maximizes the expected discounted return

J(πθ) = E

[ ∞∑
k=0

γkR(sk, ak) | s0 = s

]
, sk ∼ P (sk+1 | sk, ak), ak ∼ πθ(sk).

(7.23)
where sk is the state and ak the action taken by the policy πθ at time step k.
An important additional concept is the state-action value function

Qπ
θ

(s, a) = E

[ ∞∑
k=0

γkR(sk, ak) | s0 = s, a0 = a

]
(7.24)

that is the expected value of the policy πθ starting in state s and taking an
action a. In general, finding an optimal policy πθ by directly optimizing θ
in (7.23) is impossible. The expectation in (7.23) might be computationally
intractable, or the exact transition probabilities P may be unknown. Thus, the
policy gradient ∇J(πθ) is approximated using only transition samples from the
environment. We sample these transitions from a simulator. However, they
could also come from real-world experiments. A particularly successful branch
of policy gradient methods is actor-critic methods [274], where we train two
neural networks, an actor πθ, and a critic Qφ. The critic estimates the value of
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a chosen action and is trained by minimizing the temporal difference loss

JQ(φ) = Es,a,r,s′∼D
[(
r + γQφ′

(
s′, πθ(s′)

)
−Qφ(s, a)

)2]
. (7.25)

The trained critic is used to train the actor with the objective

Jπ(θ) = Es∼D
[
Qφ(s, πθ(s))

]
. (7.26)

To derive the gradient for the policy πθ from (7.26) we can use the chain
rule [258]

∇θJπ(θ) = Es∼D
[
∇θπθ(s) ∇aQφ(s, a)

∣∣
a=πθ(x)

]
. (7.27)

The soft-actor critic method, introduced by [117] enhances the actor-critic
method by adding an entropy term into (7.26) and using the reparameterization
trick to calculate the gradient. For a complete description, we refer to [117].
Note that, with a slight abuse of notation, in the equations from above, we
sample transitions tuple (s, a, r, s′) and states s from the same distribution D.
In our context, D is a buffer storing all transitions and states that have occurred
so far by interacting with the environment.

Training Environment

We reduce the RL state space based on domain knowledge, which we put into
the function gs(zk). The race track layout is approximated by finite curvature
evaluations κ(ζ + di) at different longitudinal distances di relative to the ego
vehicle position ζ, for i = 1, . . . , Nκ. For the RL ego state s(zk) = [n, v, α]>, we
include the lateral position n, the velocity v and the heading angle miss-match α.
For opponent i, we additionally add the opponent longitudinal distance ζob − ζ
to the ego vehicle to state sobi = [ζobi − ζ, nobi , vobi , αobi ]>. Combined, we get
the following state definition for the RL agent

sk = gs(zk) = [κ(ζ + di), . . . , κ(ζ + dN ), s>, s>ob1
, . . . , s>obNob

]>. (7.28)

We propose a simple reward that encourages time-optimal and strategic driving:
For driving time-optimally, we reward the progress on the race track by
measuring the velocity of the ego vehicle projected point on the center line ṡk.
For driving strategically, we reward ego vehicle overall rank by adding 1 for
being in front of every opponent. Combined, we get the reward function

R(s, a) = ṡ

200 +
Nob∑
i=1

1
ζk>ζ

obi
k

. (7.29)

At each time step, the high-level RL policy chooses a parameter for the reference
tracking NMPC; thus, the action space is the parameter space of the reference
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tracking NMPC. For training the high-level RL policy, an essential part is the
simulation function of the environment znext = sim(z, κ(·)), which we simulate
for nepi episodes and a maximum of nscene steps. The road layout defined
by κ(ζ) is randomized within an interval [90.04, 0.04]m−1 before each training
episode. The curvature is set together with initial random vehicle states z by
a reset function (z, κ(ζ)) = Z(). We use Alg. 4 for training and Alg. 5 for the
final deployment of HILEPP.

Algorithm 4: HILEPP training
input : number of episodes nepi, maximum scenario steps nscene, reset

function (z, κ(ζ)) = Z(), reward function r(z)
output : learned policy πθ(ζ)

1 for j in range(nepi) do
2 reset+randomize environment (z, κ(ζ))← Z();
3 for i in range(nscene) do
4 get NN input state s← gs(z);
5 get high-level action a← πθ(s);
6 evaluate planner Xref ←reference tracking NMPC(a, z);
7 simulate environment znext = sim(Xref);
8 get reward (r, done)← R(znext, a);
9 RL update θ ←train(z, znext, r, a);

10 if done then
11 exit loop
12 end
13 z← znext
14 end
15 end
16 return πθ(s);

Algorithm 5: HILEPP deployment
input : environment state z, trained policy πθ(s)
output : reference trajectory Xref

1 compute NN input state s← gs(z);
2 compute high-level RL policy output a← πθ(s);
3 return reference tracking NMPC output Xref ←reference tracking

NMPC(z, a);
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Figure 7.10: Scenarios differ in the initial rank and performance of vehicles.

7.2.6 Simulated Experiments

We evaluate (Alg. 5) and train (Alg. 4) HILEPP on three different scenarios
that resemble racing situations (cf. Fig. 7.10). The first scenario overtaking
constitutes three “weaker”, initially leading opponent agents, where “weaker”
relates to the parameters of maximum accelerations, maximum torques, and
vehicle mass (cf. Tab. 7.4). The second scenario blocking constitutes three
“stronger”, initially subsequent opponents. The ego agent starts between a
stronger and a weaker opponent in a third mixed scenario. Each scenario is
simulated for one minute, where the ego agent has to perform best related to the
reward (7.29). We train the HILEPP agent with the different proposed action
interfaces (I: A = {nref , vref}, II: A = {nref , vref , wn, wv}). Opponent agents, as
well as the ego agent baseline, are simulated with the state-of-the-art reference
tracking NMPC (Alg. 3) with a fixed action a that accounts for non-strategic
time-optimal driving with obstacle avoidance. We perform a hyper-parameter
(HP) search for the RL parameters with Optuna [9]. The search space was
defined by [10−5, 10−3] for the learning rate, τ ∈ [10−5, 10−2] for the polyak
averaging of the target networks, {64, 128, 256} for the width of the hidden
layers, {1, 2, 3} for the number of hidden layers and {128, 256} for the batch
size. We used the average return of 30 evaluation episodes after training for 105

steps as the search metric. We trained on randomized scenarios for 10 ·105 steps
with 10 different seeds on each scenario. For estimating the performance of the
final policy, we evaluated the episode return (sum of rewards) on 100 episodes.
We further compare our trained HILEPP against a pure RL policy that directly
outputs the controls u. The final experiments were run on a computing cluster
were all 30 runs for one method where run on 8 GeForce RTX 2080 Ti with a
AMD EPYC 7502 32-Core Processor with a training time of around 6 hours.
We use the NLP solver acados [291] with HPIPM [97], RTI iterations and a
partial condensing horizon of N2 .
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Name Variable Ego “Weak” “Strong”
Agent Agent Agent

wheelbase lr, lf 1.7 1.7 1.7
chassis lengths lr,ch, lf,ch 2 2 2
chassis width wch 1.9 1.9 1.9
mass m 1160 2000 600
max. lateral acc. alat, alat ±8 ±5 ±13
max. acc. force F d 10kN 8kN 12kN
max. brake force F d 20kN 20kN 20kN
max. steering rate r, r ±0.39 ±0.39 ±0.39
velocity bound v 60 60 60
steering angle bound δ, δ ±0.3 ±0.3 ±0.3
road bounds n, n ±7 ±7 ±7

Table 7.4: Vehicle model parameters. SI-units, if not stated explicitly.

Name Variable Value

nodes / disc. time N/ ∆t 50/ 0.1
terminal velocity vN 15
state weights q [1, 500, 103, 103, 104]∆t
terminal state weights qN [10, 90, 100, 10, 10]
L2 slack weights qσ,2 [102, 103, 106, 103, 106, 106]
L1 slack weights qσ,1 [0, 0, 106, 104, 107, 106]
control weights R diag([10−3, 2 · 106])∆t

Table 7.5: Parameters for reference tracking NMPC in SI units

Results

In Fig. 7.11, we compare the training performance related to the reward (7.29),
and in Fig. 7.12, we show the final performance of the two HILEPP formulations.
HILEPP quickly outperforms the base-line reference tracking NMPC as well as
the pure RL formulation, showing its high sample efficiency. With a smaller
action space, HILEPP-I seems to learn faster. However, with more samples,
HILEPP-II outperforms the smaller action space in all three scenarios on the
evaluation runs in terms of median performance, see Fig. 7.12. The training
was stopped after 106 steps due to the already high training time and the
slow return increase, as shown in Fig. 7.11. Despite using state-of-the-art RL
learning algorithms and an extensive HP search on GPU clusters, the pure RL
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Figure 7.11: Training performance of average episode return (sum of rewards)
of HILEPP with different action interfaces (I: actions vref , nref , II: actions
vref , nref , wv, wn), pure RL and the reference tracking NMPC baseline. We
used a moving average of over 1000 steps. Remarkably, we could not train a
successful pure RL agent in the overtaking scenario.

Module Mean± Std. Max

reference tracking NMPC 5.45± 2.73 8.62
RL policy 0.13± 0.01 0.26
HILEPP-I 6.90± 3.17 9.56
HILEPP-II 7.41± 2.28 9.21

Table 7.6: Computation times (ms) of modules.

agent could not, in general, outperform the reference tracking NMPC baseline.
Furthermore, the pure RL policy could not prevent crashes, whereas reference
tracking NMPC successfully filters the actions within HILEPP to safe actions
that do not cause safety violations. Notably, due to the struggle of the pure RL
agent with lateral acceleration constraints, it has learned a less efficient strategy
to drive slowly and just focus on blocking subsequent opponents in scenarios
blocking and mixed. Therefore, pure RL could not perform efficient overtaking
maneuvers in the overtaking scenario and yields evasive returns (consequently
excluded in Fig. 7.12). In Tab. 7.6, we show that HILEPP is capable of planning
trajectories with approximately 100Hz, which is sufficient and competitive for
automotive motion planning [41]. A rendered plot of learned blocking is shown in
Fig. 7.13, where also the time signals are shown of how the high-level RL policy
sets the references of HILEPP-I. A rendered simulation for all three scenarios
can be found on the website https://rudolfreiter.github.io/hilepp_vis/.

https://rudolfreiter.github.io/hilepp_vis/
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Figure 7.12: Final episode return of 100 evaluation runs of the proposed
interfaces for different scenarios (Fig. 7.10).

7.2.7 Conclusions

We have shown a hierarchical planning algorithm for strategic racing. We
use RL to train for strategies in simulated environments and have shown to
outperform a basic time-optimal and obstacle-avoiding approach, as well as
pure deep-learning-based RL in several scenarios. The major drawbacks of our
approach are the restrictive prediction and the stationary policy of opponents.
Further work could consider multi-agent RL (MARL) algorithms based on
Markov games, which, however, is still a challenging open research area [315].
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Figure 7.13: Exemplary evaluation episode of the HILEPP-I planner in the
mixed scenario. On the bottom, the controls of the reference tracking NMPC
and the actions of the high-level RL policy are shown. The grey box indicates
a time window where snapshots of a blocking maneuver are shown in the top
plot. The vehicles move from right to left.

7.3 Critical Discussion

In this chapter, two concepts for collision avoidance within autonomous racing
were presented. Sect. 7.1 and the related publication [226] focused on estimating
other future vehicle trajectories in order to include those within the ego
vehicle motion planner for collision avoidance. In Sect 7.2 and the related
publication [224], the aim was to learn strategic behavior from simulation by
reinforcement learning. A low-level model predictive control (MPC) provided
guarantees for safety to a known model, which is essential for autonomous racing
tasks. As opposed to Sect. 7.1, the low-level MPC in Sect 7.2 used constant-
velocity predictions for other racing vehicles. However, it could directly be
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combined with the inverse optimal control prediction approach from Sect. 7.1.

To the best of the author’s knowledge, the prediction approach of Sect. 7.1
is the first method in the domain of autonomous racing to employ derivative-
based bi-level optimization for real-time trajectory prediction. Given the
inherent complexity of bi-level problems, our research introduces a specific
smooth formulation of the Karush-Kuhn-Tucker conditions to solve the high-
level problems. Using the proposed optimization-based approach to predict
trajectories, the signed longitudinal position error after 12 seconds was decreased
from 10 meters mean and 200 meters standard deviation to zero meters
mean and 25 meters standard deviation compared to the constant velocity
predictor [253]. The online computation time of the optimization-based
low-level predictor was real-time capable on embedded hardware with an
average computation time of 91 ms. The bi-level estimation was performed
asynchronously with an average computation time of 520 ms, making it
independent on sampling time limits.

In Sect 7.2, significant contributions to the field of autonomous race car motion
planning are shown by deriving and evaluating a sample efficient and safe motion
planning algorithm. The approach includes a novel cost function formulation
that uses an reinforcement learning (RL) policy to parameterize an MPC. This
hierarchical architecture ensures strong prior performance, real-time applicability
with online computation times of less than 10 ms, and high interpretability. On
three scenarios, i.e., overtaking, blocking, and performing both, the average
reward for driving fast and having a good rank was increased by 8%, 37%,
and 96% compared to standard MPC. Compared to pure RL, the reward was
increased by 133% and 84% for blocking and mixed overtaking and blocking.
The pure RL did not perform reasonably on the overtaking scenario, even after
more than one million training steps.

Using a low-level MPC to predict other traffic participants turned out to
be highly efficient and was used by the Autonomous Racing Graz (ARG)
team [3] as one of the most successful predictors in further races held by
Roborace [233]. Notably, the computational requirements for solving multiple
nonlinear programs (NLPs) in real-time for motion prediction were compared
to other components high but within the limits of the embedded computing
platform. Our reported mean computation time of 91 ms is comparable to a
timing analysis reported by [12] of the popular Apollo open source driving
stack [2], where a mean computation time of 130 ms is reported for the prediction
module.

The need for online adaption of the high-level nonlinear program (HLNLP)
declined in this particular racing series because the simulated opponent
race cars followed a similar behavior throughout the races. Moreover, the
HLNLP exhibited the risk of converging to local solutions that could even
degrade the performance on parts of the race track. The ARG team generally
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assumes that the online adaptation of safety critical components is challenging.
Remarkably, the parameterization of the low-level nonlinear program (LLNLP)
could be restricted to a reasonable set of parameters by sacrificing the
LLNLP expressiveness. A further limitation of the approach is rooted in
the assumption of non-interactive agents, which was the setting in the particular
Roborace [233] competition. In an autonomous racing event where several
“intelligent” agents would compete, the interactions would become essential and
imply the connection of the ego planner with the prediction. The final algorithm
would be more sophisticated since game-theoretic considerations based on the
particular racing rules would also apply. Up to the publication of this work,
no clearly defined rules for competitive interactive racing were available. The
approach of Sect. 7.2 aims to separate interactive decision-making from collision
avoidance based on a simple predictor. The presented method is both limiting
but also provides safety guarantees. In fact, the high-level policy aims to learn
interactions that are restricted by MPC plans that evade constant-velocity
obstacle predictions for leading vehicles. The following vehicles are predicted
by assuming full braking, which accounts for the leader’s assumed rule-book
advantage. The switching behavior of the opponents is not considered within
the planning horizon, which is a conservative approximation. Nevertheless,
a striking advantage of this architecture is that for every control of the ego
vehicle, a safe trajectory of the opponent exists, i.e., the ego agent never forces
an inevitable crash, assuming exact vehicle models.

Noteworthy, the environment setting assumes constant policies of other agents.
Policies could be changed in a game-like race with multiple “intelligent”
agents, which, again, requires game-theoretic considerations or multi-agent
reinforcement learning techniques [109].

The combination of RL with MPC is an active field of research due to their
appealing “orthogonal” advantages [115], where the weaknesses of one approach
are the strengths of the other. RL and MPC can be combined in various
configurations and overall desiderata. Our architecture conceptually uses MPC
as part of the environment during learning, i.e., the RL exploration and the
critic evaluation are performed on the actions that parameterize the MPC. This
has the advantage that when using RL experience replay, the forward path of the
MPC does not need to be reevaluated by solving an NLP, and gradients in the
backward path do not require differentiating through the NLP solver. A similar
approach was used in, e.g., [203, 210, 48]. An alternative would use the MPC
as part of the RL policy, add exploration noise on either the MPC parameters
or the MPC controls, and evaluate the critic based on the MPC actions instead
of the parameters. This configuration profits from the computation of gradients
through the NLP, possibly allowing a higher number of MPC parameters set by
the RL policy. This configuration was used in, e.g., [235, 279]. Besides these two
particular configurations, many other architectures were proposed, such as using
MPC only after training as a safety-filter [280], using an RL policy to initialize
the primal variables of an MPC [105, 223] or providing expert trajectories in the
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initial RL training phase [163]. The benchmarking among different approaches
is open for future research.





Chapter 8

Conclusion

This thesis presents significant contributions to the field of motion planning
and control for autonomous vehicles, focusing on mixed-integer programming
formulations, reinforcement learning (RL) and model predictive control (MPC)-
based hierarchical motion planning, and Frenet coordinate frame (FCF) vehicle
models. Critical challenges are addressed, and novel solutions are proposed to
advance state-of-the-art autonomous vehicle motion planning and control. This
thesis comprises several publications in peer-reviewed journals and conferences.
The following summarizes the contributions, elaborates on the strengths and
limitations, and provides an outlook for further research.

Summary of Contributions

The contributions of this thesis can be clustered into the three main optimization-
based automotive motion planning topics. First, model formulations for FCF-
based MPC are proposed for local nonlinear optimization algorithms. Second,
mixed-integer formulations and an improved learning-based solution strategy
are proposed for the global optimization of obstacle avoidance problems. Finally,
novel approaches for optimization-based obstacle prediction and interactive
driving in autonomous racing are contributed. The three main topic clusters
are aligned with the core Chapters 5 to 7.

Chapter 5: Model Formulations for Optimization-Based Motion Planning.
The first main chapter introduces novel FCF vehicle model formulations
used within MPC that improve the numerical robustness, safety, and online
computation speed in real-time applications. This section focuses on improving
problem formulations for local derivative-based nonlinear optimization. The
proposed preprocessing algorithm of Sect. 5.1 guarantees a singularity-free
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state space and smoothens nonlinearities, which results in improved closed-
loop performance, empirically evaluated in simulations. For a sharp curve
where the singularity originating from the Frenet model representation is close
to the feasible state space, the quadratic program (QP) solver HPIPM [97]
failed without the proposed preprocessing method in 40% of the simulated
scenarios. No QP errors occurred when the track was preprocessed in the same
scenarios with the algorithm in Sect. 5.1. Moreover, the preprocessing reduced
the online computation time by 23% in the particular scenarios. The novel
model formulation in Sect. 5.2 guarantees safe and tight over-approximations
of obstacles using sequential quadratic programming (SQP). The tighter over-
approximations result in a 30% increased maximum progress in the simulated
environment, which involved overtaking three truck-sized obstacles. Additionally,
the online computation time was decreased by 6.6% for truck-sized obstacles
in the simulated scenarios. The core idea of Sect. 5.2 is to lift the model
formulation into two coordinate frames, the FCF and the Cartesian coordinate
frame (CCF), which leads to redundant configuration states. Constraints
and costs are formulated using the more favorable configuration states of
either coordinate frame to achieve superior numerical properties when solving
optimization problems.

Chapter 6: Mixed-Integer Optimization for Collision Avoidance. The
second main chapter addresses mixed-integer quadratic program (MIQP)-
based optimization for motion planning with multiple obstacles by leveraging
novel problem formulations and machine learning techniques. The proposed
formulations significantly reduce the number of integer variables required for
collision-avoidance problems from O(NNobs) [213], where N is the number of
prediction steps and Nobs is the number of obstacles, to O(Nobs) for static
obstacles and long-term prediction in highway scenarios. The formulations
improve the computational efficiency to achieve real-time feasibility. For static
obstacles, this is achieved by combining a mixed-integer linear program (MILP)
with an SQP homotopy, cf., Sect. 6.1, and for highway predictions by an
MIQP formulation in the position-time-lane space, cf., Sect. 6.2. The approach
of Sect. 6.1 was evaluated in a real-world competition (Roborace [233], Bedford
UK, 2021) on embedded hardware of an autonomous race car. The long
short term motion planner (LSTMP) of Sect. 6.2 was evaluated in traffic
simulations using CommonRoad [13] where it achieved a speedup between 2%
and 100% compared to A? [8] and an mixed-integer programming-based decision
maker (MIP-DM) [213] for different hyper-parameters. Additionally, the
LSTMP achieved a closed-loop cost reduction of up to 10% and is Pareto
optimal for the trade-off between online-computation time and closed-loop cost
compared to A? and the MIP-DM.

Moreover, a combined machine learning and online optimization approach was
presented, cf. Sect. 6.3. The trained learning-based predictor replaces the
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combinatorial part of a mixed-integer solver and drastically reduces the worst-
case computation time from 4000 ms to 60 ms and 3000 ms to 30 ms compared
to the MIP-DM in two randomized closed-loop traffic scenarios provided by
CommonRoad [13]. A slight increase of the closed-loop cost of 1.5% and 6.4%
is accepted since collisions can still be prevented by deploying a so-called
feasibility projector and parallel ensemble networks. Key to the approach is
a novel recurrent equivariant deep set (REDS) architecture that provides a
powerful inductive bias aligned with the obstacle avoidance problem. In fact,
the novel neural network (NN) architecture improves the accuracy of predicting
all integer variables, e.g., from 15% to 48% when using seven simultaneous
obstacles and 28 prediction steps compared to [62]. The applicability of the
planning framework is demonstrated via simulation in interactive environments
for highway driving. The framework is general enough to be extended to urban
motion planning.

Chapter 7: Collision Avoidance for Autonomous Racing. The final main
chapter focuses on obstacle prediction and strategic behavior learning in
autonomous racing. The primary contributions are trajectory prediction
utilizing bi-level and online optimization and a novel hierarchical RL and MPC
architecture that learns strategic maneuvers while maintaining safety. The use
of derivative-based bi-level optimization for real-time trajectory prediction is a
novel contribution to the field of autonomous racing. It provides superior
prediction performance for non-interactive predictions. For example, the
standard deviation of signed longitudinal position prediction error after 12
seconds was decreased from 200 meters to 25 meters in simulations utilizing
embedded hardware and the Autonomous Racing Graz (ARG) driving stack,
when compared to the constant velocity predictor [253]. The computation time
of the low-level optimization-based predictor was, on average, below 100 ms
with a maximum of 2.7 s on the embedded hardware NVIDIA Drive PX2. When
the computation time overshot the real-time sampling time, the prediction of
the previous iteration was used, making computational outliers acceptable. The
integration of trajectory optimization and RL into a hierarchical motion planning
framework in Sect. 7.2 ensures real-time applicability with online computation
times of less than 10 ms and high performance in learning strategic behavior in
autonomous racing scenarios. Notably, in three different scenarios, the average
reward was increased by 8%, 37% and 96% compared to standard MPC and
by 133% and 84% compared to plain RL. In one scenario, the RL agent could
not achieve any meaningful performance even after more than 106 training
steps.
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Strengths and Limitations

The strengths of this thesis lie in its computationally efficient formulations
for optimization-based motion planning and their real-time applicability,
making these methods suitable for real-time motion planning. The empirical
performance was evaluated in simulations and, partly, in real-world experiments.

The major limitations of the proposed thesis are listed in the following.

• Assumptions: The methods were tested based on particular assumptions,
such as known road geometry, deterministic obstacles, perfectly estimated
obstacle or ego states, a racing objective of surrounding vehicles (SVs)
or stationary policies. The assumptions are reasonably motivated in the
specific sections and appropriate for the proposed contribution. However,
in real-world integrated systems, the assumptions may not always hold.
In this case, the proposed algorithms may need to be adapted.

• Dependencies on the integrated software stack: Most algorithms
were tested as part of an autonomous driving (AD) software stack, cf.,
Sect. 4. The different modules within the software stack all have certain
characteristics and influence each other during performance measurements.
For instance, the performance of the lowest-level controller significantly
influences the performance of the motion planner. Particularly, if any
module of the AD software stack performs poorly, the performance
evaluation of one individual component, such as the planner, is challenging.
In order to omit any cross-dependencies between modules, the AD stacks
were kept as simple as possible but as realistic as necessary. Moreover,
a major effort was made to achieve high performance in each necessary
module.

• Specific Environments: In this thesis, a great effort was taken to
verify the proposed contributions on a wide range of environments. In
case simulations were used to evaluate the performance of an algorithm,
the environment was randomized to a great extent. For instance, the
curvature or the road boundaries of reference tracks, SV parameters, or
initial states were randomized to create highly random road environments.
However, the generated scenarios do not cover all possible scenarios, and
it cannot be excluded that there exists a particular environment in which
the proposed algorithms do not perform superiorly.

• Solving hard optimization problems: Most algorithms rely on
nonlinear program (NLP) or MIQP problem formulations, utilizing solvers
such as acados [291] or Gurobi [114]. Due to the complex problem classes
these solvers can treat, they have few guarantees of solving the problem
correctly. Even though, in practice, robust empirical convergence is
observed. It remains a more fundamental question whether less expressive
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convex formulations and related solvers are inevitable in guaranteeing
reliable convergence and a limited worst-case computation time or if
the empirically evaluated performance of more sophisticated solvers is
sufficient for real-world systems.

• Linear and convex mixed-integer formulations: The reliance on
MIQP formulations for combinatorial obstacle avoidance of Chapter 6
limits the expressiveness of the models. The equality constraints within
the optimization problem related to the model are required to be linear,
and constraints need to be convex quadratic. Notably, it is possible to
add model complexity to a linear model within the proposed MIQP-based
formulation. Specifically, nonlinear functions and convex sets can be
approximated by adding continuous and integer variables [304], which
is also used in several formulations of Sect. 6.2. Even though nonlinear
functions and nonconvex sets can be approximated by MIQP formulations,
they cannot be formulated exactly. Alternatively, nonlinear functions can
be directly used within mixed-integer nonlinear programmings (MINLPs)
formulations. MINLP formulations treat nonlinearities differently and,
therefore, exhibit the possibility of improving the overall performance.

• Mixed-integer solvers for embedded systems: Up to this point,
only few commercial high-performance MIQP solvers comparable to,
e.g., Gurobi [114], for embedded real-time critical hardware are available.
Even though research is performed in this direction, cf. [18, 212, 269] and
high-performance open-source solvers exist, such as HiGHS [125].

Future Directions

The proposed methods show outstanding performance in the particular tested
environments. Nonetheless, the research gave rise to several possible extensions
and new research questions.

• Comparison of CCF and FCF model formulations: As mentioned
in Sect. 5.2 and the introduction Sect. 3.7, an alternative to the FCF
model formulation uses the CCF and an auxiliary path variable. Up to
this point, no thorough comparison is known to the author of this thesis,
making the choice of the coordinate frame in many publications rather
based on intuitive arguments. A theoretical and practical comparison of
real-world embedded systems would make the decision of the coordinate
frame more informed for future researchers and practitioners.

• Evaluation of MINLP formulations: The methods of Chapter 6 are
all based on MIQP formulations, which limit the expressiveness of the
model. It remains an interesting research question if state-of-the-art
MINLP solvers can solve nonlinear formulations more efficiently.
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• Advancing motion planning algorithms to game-theoretic foun-
dations: The proposed methods do not consider game-theoretic
considerations due to their sophisticated implications for motion planning
algorithms. However, ignoring game-theoretic considerations limits the
performance due to, e.g., an increased conservativeness. Particularly
for autonomous racing, even a rigorous mathematical description of the
“racing game” is missing due to diverse rules in real-world competitions.
A formulation of autonomous racing as a game-theoretic problem would
allow the development of more rigorous algorithms.

• Multi-agent reinforcement learning and MPC: This direction is
conditioned on the previous point of a game-theoretic formulation of the
autonomous racing problem. The hierarchical RL and MPC approach of
Sect. 7.2 only considers static policies of the opponents, making it a single-
agent RL problem. Assuming the other agents are rational “players”, the
setting becomes a multi-agent RL problem. Combining multi-agent RL
in the hierarchical setting of Sect. 7.2 would be an exciting direction for
future research.

• Unifying MPC and RL: Both, the implicit online-optimization
approach of MPC and the explicit model-free RL method achieve
outstanding performance in many real-world tasks. Often, the underlying
goal is equal, such as in time-optimal racing. Interestingly, the advantages
of both methods are “orthogonal”, meaning the weaknesses of one approach
are the strengths of the other. Unifying both frameworks into a partly
model-based and model-free learning approach is a fascinating direction
for future research.
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